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About the book

This book contributes towards
devel opment of coding agorithmfor reliableand
robust routing scheme in adhoc networks. The
objective of developing optimized routing
scheme based on efficient power optimization and
trust worthynessis been suggested. The problem
of providing dynamic security over adistributed
network is been analyzed. To present develop
work thisbook isoutlined into 8 chapters. Where
chapter 1 provides a brief introduction towards
the developed work. The problem focused for
devel oping the proposed work isbriefly outlined.
The basic objective of developed work and the
methodol ogy outlined for developing asystemis
presented in thischapter. A basic literature survey
on a proposed problem focusing on the past
developments, contribution and limitations are
studied. A summarized outline of the literature
referred isoutlinein chapter2. Chapter 3 presents
the basic operational description of current adhoc
networks. The procedure of developing routings
in MANETS is been presented. Towards a
development of an optimized power routing
scheme a routing intelligence protocol is
proposed. The algorithmic description of the
proposed protocol is outlined in chapter 4. The



process of over scheduling and qualitative
analysis of aproposed algorithmis presented in
this chapter. Towards the devel opment of robust
routing scheme atrust worthy routing protocol is
been suggested. Trustinesstowardstheroutingis
a major factor in providing reliability of
devel oped routesfor dataforwarding. A modified
Bayesian approach is proposed towards
providing trustworthiness to developed routeis
proposed. The performance evaluation of
suggested algorithmisoutlined in chapter 5. The
proposed approach of route optimization and
scheduling scheme is been presented with the
packet switching between multiple nodes. The
effectiveness of switching scheme for high
throughput is been proposed in chapter 6. The
performance evaluation for the proposed
methodology is presented in this chapter. The
performance evaluations obtained for the
devel oped approach are evaluated under different
conditions. The performances obtained were
evaluated under different conditions of network
parameters, the observations made were
presented in chapter 7. Thebook ispresented with
a summarized conclusion, and future scope in
chapter 8. Thereferences used for the devel opment
of proposed work isoutlined at |ast.
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Chapter 01 | ntroduction

1.1. Overview

Wireless networking grows rapidly because of the human
desiresfor mobility and for freedom from limitation, i.e., from
physical connectionsto communication networks[1]. Recent
advances in wireless technology have equipped portable
computers, such as notebook computers and personal digital
assistants with wireless interfaces that allow networked
communication even whileauserismobile[2]. A particular kind
of wirelessnetwork called mobilead hoc networksis presently
under devel opment. A mobilead hoc network isasdf-organizing
andrapidly deployablenetwork inwhich neither awired backbone
nor acentralized control exists.

Thenetwork nodescommuni catewith oneanother over scarce
wirelesschannelsinamulti-hop fashion. Thead hoc network is
adaptabletothehighly dynamictopol ogy resulted from themobility
of network nodesand the changing propagation conditions. These
networksareused in emergency disaster rescue operation, tactica
military communication and law enforcement. In these
applications, whereafixed backboneisnot available, areadily
deployablewird essnetwork isneeded. Mobilead hoc networks
aredsoagood dternativeinrurd areasor third world countries
wherebasiccommunicationinfrastructureisnot well established.
Another interesting application of mobile ad hoc networksis
ubiquitouscomputing[3]. Intelligent devicesareconnected with
oneanother viawirelesslinksand are self-organizedinsuch a
way that anewly joined nodecan request servicefromloca servers
without any human intervention.

With the devel opment of the next generation of wireless
communication systems, there will be a need for the rapid
deployment of independent mobile users. Some exampl es of
possible usesinclude students using | aptopsto participatein an
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interactivelecture, businessassociates sharing information during
amesting, and emergency disaster relief personnel coordinating
effortsafter ahurricane or earthquake. Such network scenarios
cannot rely on centralized and organized connectivity, and can
be conceived as applications of MobileAd Hoc Networks. A
MANET is an autonomous collection of mobile users that
communicateover rd atively bandwidth constrained wird esslinks.
Because of themobility of the nodes, the network topol ogy may
changerapidly and unpredictably.

The principlebehind ad hoc networkingismulti-hop relaying,
which meansthat the other nodestransmit messagesif thetarget
node is not directly reachable. The absence of any central
coordinator and base station makesit difficult to managethe
network. Propertiesfor the Adhoc network resources can be
ummarizedas:

» Nofixed topology: The network topology in an ad-hoc
wireless network ishighly dynamic dueto the mobility of
nodes. They may movein and out of therangeof each other.
Thetopol ogy changesif oneof those events happens, e.g.
theroutetableand themulticast table[ 75] must be changed
accordingly. Thisincreasesthedifficulty to management the
network.

» Limited energy: Mobile devices use generally battery
power, which isexhaustible. In order to save the energy,
some devices may bein deepy mode. During thisperiod
they are possibly not reachable, or do not processtraffic,
or changeto normal modewith latency. On one hand most
wireless devices use spread spectrum communications,
which need therecelving and decoding of thesignal. These
are expensive operationsthat consume much power. On
the other hand some complex computationsare also very
expensive, for example modular exponentiation, which
meakesit difficult toimplement thepublic key sysemsfor ad
hoc networks.
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Limited processor: Most mobiledevices have cheap and
slow processors, becausefast processors cost much more
and the size should be assmart aspossibleto makeit easy
totake. Henceit takesmuch timeto operate some complex
computations. Themost PDAshave currently processors
of severa hundred MHz.

Limited storage capability and other resour ces:
Because of thesize and cost restrictions, the most mobile
devicesare equipped with limited storage capability. For
example, iIPAQ hx4700 series of HP have only 192 MB
memory. Due to the wireless technol ogies the network
bandwidthisasolimited. For example, somePDAsof HP
areequipped with WLAN 802.11b, and Bluetooth 1.2.
Transent connectivity and availability: Many nodesmay
not bereachable at sometime so that they can save power.
Each nodeisarouter: The nodes out of therange of a
fixed node can not be directly reached by thisnode. They
can only bereached by packet forwarding of other nodes.
Shared physical medium: Unlikewired networks, every
devicewithintherange can accessthetransmission medium.
L ack of central management: Ad hoc networkscan be
established everywhereand every time. Generdly thereis
no central management available, and we can also not
assumethat any informationisshared.

Duetothelack of fixed infrastructureand limited resources, it

will be much more complex to adapt protocols and other
technol ogiesfrom theinfrastructure based networks.

1.2. Problem Satement
Thelimited resourcesin MANETshavemadedesigning of an

efficient and reiablerouting strategy avery chalenging problem.
Aninteligent routing strategy isrequired to efficiently usethe
limited resourceswhile at the sametime being adaptableto the
changing network conditionssuch as. network size, traffic dendity
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and network partitioning. In parald with this, therouting protocol
may need to provide different levelsof QoSto different typesof
applicationsand users. Nodesin MANETsoften havelimited
energy supplies. Thus, toincreasethe network lifetime, anode
should optimizeitsenergy usage. Inthe communication system,
the wireless interface between two nodes is the largest
consumption of energy [10]. Thewirelessinterface consumes
energy not only during active communication but also during
passivelisening, whenitisidle. Studies[4, 16] show that energy
consumptionwhilelisteningto dataisonly dightly lessthanitis
whileactudly recelvingdata. Thus, inthe caseof moderatetraffic
load, idletimeisthedominating factor in energy consumption.

Theother mgjor factor in Ad Hoc management isthe node
mislead. Although an efficient power management schemeis
applied to aad hoc network to amisleading nodemay resultin
theimproper routing of packet which may extend to thecomplete
collgpsing of thenetwork & so. In mobilead-hoc networks, where
nodes act as both routers and terminas, the nodes have to
cooperate to communicate. Cooperation at the network layer
takesplaceat thelevd of routing, i.e. finding apath for apacket,
and forwarding, i.e. relaying packetsfor other nodes. Mislead
means aberration from norma routing and forwarding behavior.
It arisesfor severa reasons.

When anodeisfaulty, itserratic behavior can deviatefrom
the protocol and thus produce non-intentiona midead. Intentiona
mislead amsat providing an advantagefor themis eading node.
An examplefor an advantage gained by mid ead ispower saved
when a selfish node does not forward packetsfor other nodes.
An advantagefor amalicious node ariseswhen mis ead enables
it to mount an attack. Without appropriate counter measures, the
effects of mislead have been shown to dramatically decrease
network performance.

Depending on the proportion of misleading nodesand their
specific srategies, network throughput can be severely degraded,
4



packet loss increases, nodes can be denied service, and the
network can be partitioned. These detrimenta effectsof midead
can endanger thefunctioning of the entire network. Dueto the
issues such as shared physical medium, lack of central
management, limited resources, no fixed and highly dynamic
topology, ad hoc networksare much morevulnerableto security
attackswhichisonemoremgor issuein current Adhoc networks.
Henceit isvery necessary to find security solutions, which are
much moredifficult to devel op thanin wired networks. Aswell
asinwired networks, the mgor security goalsof confidentiality,
integrity, availability, authentication and non-repudiation should
be satisfied. Henceoverdl for providing aefficient performance
inadhoc network ardiable, secured and trusted routing scheme
isto be devel oped so asto makethe adhoc network areliable
wirdl esscommunication modefor next generation communication.

1.3. Motivation

With thefocus of above stated problem outlinethisresearch
wasfocused for the devel opment of arouting protocol inAdhoc
network for reliable and secured routing. A Robust Route
Management (RRM) is proposed which providesan existing
systemto copewith midead-routestate. Asaconcreteingtantiation
of such an existing system, we chose mobile ad-hoc networks
running Dynamic Source Routing (DSR) and gpplied RRM toit.
Theapproach usedin RRM isto detect mideading nodesand to
render them harmless, regardless of thereason of their midead,
be it selfish, malicious, or faulty. The response to detected
mideading nodesistoisolatethem, so that mislead will not pay
off but result in denied serviceand thus cannot continue. RRM
detects misleading nodes by means of direct observation or
second-hand information about several typesof attacks, thus
alowing nodesto route around miseading nodesand to i sol ate
them. For the trustworthy nodes a power optimized routing
schemei sbeen devel oped which providesthefeature of topology
management inAd hoc networksfor power saving routing. This
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routing protocol, called Power adaptiverouting scheme (PAR)
protocol isdevelopingwith thefeaturesof:

i)
i)
i

Allowing as many nodes as possible to turn their radio
recelversoff.

Forwarding packets between any source and destination
withminimally moredeay than if all nodeswereawake.

Picking of backboneshould bedistributed, sothat eachnode
should makealocal decision. Tofulfill theserequirements,
each nodein the network is scheduled to make periodic,
local decisionsonwhether to leep or stay awakeand asa
PAR node, participatein theforwarding backbonetopol ogy.
Over thispower optimized routing schemeasecurity issue
is also proposed to make the adhoc routing completely
reliable and secured. For the objectiveof providing security
solutionin adhoc network, asel f-monitored key management
that alowsusersto generatether key pairs, issue certificates,
and perform authentication regardless of the network
partitionsand without any centralized servicesis proposed.
A sdf organizing key management system that allowsusers
to create, store, distribute and revoketheir keyswithout the
help of any trusted authority or fixed server isdevel oped.



CHAPTER 02 LITERATURE
SURVEY

2.1. Introduction

MobileAdhoc Network [117 18 19] (MANET) isacollection
of wirdessmobilenodeswhicharedynamicdlyforminga network
without the use of any fixed infra-structure. Dynamic Source
Routing (DSR) protocol and Adhoc Ondemand Distance Vector
(AODV) protocol are popular on demand reactive routing
protocols designed for MANET. The performance study of
protocols [2] reveal that DSR is a self organizing and self-
configuring protocol andisusedfor systemswhich havemoderate
mobility and lesser number of nodes. Adhoc On-Demand
Distance Vector routing protocols [3,4] are highly efficient
adapting quicklytothedynamic network link conditionswithlow
processing and memory overhead, low network utilization and
establish unicast routes to destinations. Itisknown that mobile
nodesin network may move continuously leadingto avolatile
network topology with possibility of interconnectionsbetween
them getting disconnected. Such situations create variable
throughput and longer delay. To overcomethisproblem, either a
method should beadopted to protocol s getting changed from
one another or go for an adaptive or one single universal
protocol tomeet al theseconditions. Therefore, efficient routing
in ad hoc networks is a crucia and challenging problem.
In literature, protocols such as, SHARP— a hybrid adaptive
[5] routing protocol, combined routing method [6], DSR
over AODV (DOA) method [7] arereported.

Ad hoc networks, dueto their quick and economically less
demanding depl oyment, find applicationsin military operations,
collaborativeand distributed computing, emergency operations,
wirelessmesh networks, wireless sensor networksand hybrid
networkdg §].
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The most comprehensive performance comparison of ad
hoc multicast routing protocols uses the Uniform model, in
which nodesmoveinarandom directionwith constant vel ocity
and then bounce off the boundary of the simulated field [9].
Most other studies[10], [11], [12] usethe Random Waypoint
model, in which each nodemovesto arandom destination, pauses
for a specified period, and then chooses anew destination. A
recent study shows that the average speed of a node using
Random Waypoint decreaseswith time, and hencetheresults
obtained using this model becomes unreliable as the
simulation advances[13]. Classification and survey of existing
mobility modesaregivenin|[14]. Sincetactica network consist
of mobiledevices, themobility mode sused hasadecisive impact.
In[15], theeffect of mobility modesonthe performanceof mobile
ad hoc network using unicast routing protocol isdiscussed. The
important framework [16] characterizes movement based on
spatial dependence, relative speed, and other factorsillustrates
how these metricsimpact unicast routing performance. Most of
thestudiesinthe literature arebased onrandomway point mobility
moded and congtant bit rate (CBR) traffic consisting of randomly
chosen source—destination pairs as the traffic pattern.

2.2. Robust Routing and Misbehaving of
Nodes

Inthisstudy, asan effectiveand practicd metricof link quality,
sgnd-to-interference plusnoiseratio (SINR) isused becauseit
takesinterferenceandnoise aswell assgnd strengthinto account.
Notethat SINR ismeasurablewith no additional support at the
receiver [20,21]. Furthermore, as nodes are fast moving,
poor linksareunpredictably increased. Actualy, itisshown that
thecommunication quality of mobilead hoc networksislow and
userscanexperiencestrong fluctuationinlink quality in practica
operation environments [22]. In particular, sending real-
time multimediaover mobilead hoc networksismore chdlenging
becauseitisvery sengtivefor packetloss andthenetworksare
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error pronedueto nodemobility andwesk links[23]. Accordingly,
itisveryimportantto indudeasmeany high-quaity linksaspossible
ina routing path. Also, thedynamicbehavior of link quality should
betakeninto considerationin protocol design.

In the IEEE 802.11 MAC [24], broadcast packets
are transmitted at thebasedatarate of 1 Mbps. Furthermore, as
an effort, SINR based design of optimized link state routing
was introduced for scenarioswhere Vol P (Voiceover IP) traffic
iscarried over agtatic multihop networks[25].

A lot of routing protocol shave been proposed for the (mobile)
wirelessad hoc networks, which arefollowed oneof two major
strategies: proactivesuchasinDSDV [27] and OLSR [28] and
reactive (on-demand) such asin AODV [29] and DSR [30].
Theseprotocolswereorigindly designedfor single-rate networks,
and thushave used ashortest path a gorithmwith minimum hop
count metric to select paths. Minhopisagood metricinsingle
rate networkswheredl linksareequivaent. However, it does
not performwell inthe multi-ratewireless network becauseit
doesnot utilizethehigher link speedfor datatransmission.

The Ad hoc On demand Distance Vector (AODV)
protocol [29] isoneof thepopular reactiverouting protocol that
discoversthe path between the source and destination nodes
dynamically. In AODV, when the source node wants
to communicate with a destination node, it will broadcast a
Route Request (RREQ) packet to the network. The
neighboring nodes, which receivethe RREQ packet, searchfor
anexigting routetothedestinationinitsroutingtable. If thereisa
route aready exist, the intermediate node replies with an
unicast Route Reply (RREP) packet to the RREQ sender.
Otherwise, it forwardsthe RREQ packet to itsneighbors. By
thisway, the RREQ packet traverses hop by hop and reaches
thedestination. Thedestination nodereplieswith an RREPto
establisha new route by sending the packet traversesthe same
pathin thereverse direction. When the source node receives
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multiple copiesof RREP packetsfor the same RREQ packet, it
selects the path with the minimum number of hops. TheHello
and Route Error (RERR) packets is used to manage route
falure and recongtruction. Thedesignof AODV protocol isbased
on thesmplepacket radio modd without theconsderationof deata
transmission rate. Themain problem of AODV isbased onhop
count, which can avoid to choosethe highest datarate route.

The author in [31] introduced an approach for multi
rate MANETstoimprovetraditional AODV routing protocol.
The proposal based onthelink cost whichissimply provided
by delay time for transfer a packet from MAC layer which
is inherited from the conference version (published in the
year 2004) of [26]. Nicolaos et. al. in [32] proposed routing
metricfor communication network using the new metric with
connection probability approach. [32] aso introduces the
concept of link cost. However, they did not specify how to
cdculaethelink cot for their routing metric. Also, thecomplexity
of thelir proposal isvery high because each nodehasto maintain
the information of al other nodesin the network to calculate
the routing metric based on the proposed probability
models. Traditionally, the Automatic Rate Fallback (ARF)
protocols originaly developedin [33] iswidely-adopted by the
industries to determinetheinitial transmissonrate. INARF, the
nodefirst transmitspacket to aparticular destination at the highest
data rate and it switchesto the next availablelower datarate
when it doesnot receivetwo consecutiveACK framesand starts
a timer after the switch. When the node receives 10
consecutive ACK framessuccessfully or thetimer expires, it
switches to the next higher data rate again and packets are
adways transmitted at the highest possiblerate. In another paper,
the Recelver Based Auto Rate (RBAR) protocol [34] alows
the receiving nodeto select therate. Thisisaccomplished by
using the SNR of the RTS packet to choose the most
appropriate rate. The CTS packet isused to ACK that rateto
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the sender. The Opportunistic Auto Rate (OAR) protocol
presented in [35] operates using the same receiver based
approach. It allows high-rate multi-packet bursts to take
advantage of the coherencetimesof good channel conditions.
OARusesthe |EEE 802.11 mandated fragmentationfieldto hold
thechannel for an extended number of packet transmissions. In
IEEE 802.11 each node has equal opportunity to send the
same number of packets, so that the nodetransmitting at high
speed actually does not gain high throughput if it shares the
channel with somenodesat |ower transmissionrate. However in
OAR, each node accessesthe medium for the same amount of
time, sotheoverall throughput will increase with the higher
link rates. Therefore, both RBAR and OAR require
modifications tothe802.11 standard but canincreasetheoverdl
throughput. For multiratewirdessad hoc networks, Medium Time
Metric isoneof thewell-known routing metrics.

2.3. Power Optimizing Mechanisms

Intheresearch of network codinginunicast gpplications, one
of thenotablework is[36], which givessolutionsto the following
five problems: network coding for unicast applications, coping
with bursty trafficand dynamic environments, broadcast with
collisonavoidance, low complexity encoding and decoding, and
working properly with TCP.

Much attention has been paid on network coding, since
it’s proposed in [37]. The authors of [37] have shown that
allowing intermediate nodes to process the information can
increase the broadcast capacity, and intermediate nodes are
requiredto perform combinationsof theincoming packets. The
basic idea is to allow and encourage mixing of data at
intermediate network nodes.

In most research of network coding, much work has
been done on multicast or broadcast applications|[38-39, 40-
41, 43, 44], with the target of reducing the total number
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of transmissions each forwarding node performs, and few
work givesattention to unicast application [ 36, 42, 45]. Sachin
Katti et a.[36] introduced acompletely opportunistic approach
caled COPE to network coding. In COPE, every wireless
node depends on local topology information and reception
reports exchanged with its neighboring nodes to detect and
exploit coding opportunities in real time. There are two
components for every nodeto accomplish thetask of network
coding: opportunistic listeningand opportuni stic coding.

2.4. QoS Issuesin Adhoc Networks

CharlesJ. Colbourn et al. [46] have proposed an alternate
approachto collisionresolutioninaCSMA protocol and they
introduce spatia backoff, theuseof power control and they show
that collisonresolution using power backoff can beremarkably
successful, outperforming |EEE 802.11in both static and mobile
ad hoc network scenarios.

AranBergman et d. [47] proposestheintroduction of a novel
utility function that reflects the tradeoff between the energy
consumption induced by aMAC protocol andits throughput,
thusrepresenting the energy efficiency of the agorithm andthey
introduce a modification of the *“0.487” algorithm that improves
its energy effciency. Xiaojiang et al. [48] present a new
routing protocol called multiclass (MC) routing, which
Is specifically designedfor heterogeneousMANETS. Moreover,
they al so design anew medium accesscontrol (MAC) protocol
for heterogeneousMANETSs, whichis moreéefficient than IEEE
802.11b. Vasudev Shah, et al. [49] develop a cross-
layer framework to effectively address the link
asymmetry problem a boththe MAC and therouting layersand
they perform extensives mulationsto study the performance of
their proposed framework in various settings, and show that the
overdl throughput in power heterogeneous networksisenhanced
by as much as 25% over traditional layered approaches.
Xiaojiang et d. [50] find anew routing protocol called Hybrid
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routing, whichisspecificdly designedfor hybridMANETs. Javier
Gomez et d. [51] show how routing protocols based on common-

rangetransmission power limitthe capacity availableto mobile
nodesandther results presentedintheir paper highlight theneed

to design future wireless network protocols (e.g., routing

protocols) for wirelessad hoc and sensor networks based, not

on common-range which is prevalent today, but on

variablerange power control. Jungmin Soet al. [52] proposesa
medium access control (MAC) protocol for ad hoc wireless
networks that utilizes multiple channels dynamically to

improve performance.

Bright Chu [53] proposesafew schemesto determine the
initial contention window sizefor atransmission based onthe
distancetraveled by theflow and his Simulationresultsshow that
hisapproachachieves sgnificant performanceimprovement. Alaa
Mugeattashetd. [54] proposeacomprenensve solutionfor power
control inmobilead hoc networks (MANETS) and their solution
emphasizestheinterplay betweentheMAC and network layers,
whereby theMAC layer indirectly influencesthesdection of the
next-hop by properly adjusting the power of route request
packets. Backoff strategiesfor multiple Access protocols
have typicaly beenanayzed by making statistica assumptions on
thedistribution of problem inputs. Althoughthese andyseshave
provided valuableinsightsintotheefficacy of variousbackoff
strategies, they leave open the question as to which backoff
algorithmsperform best intheworst caseor oninputs,such as
bursty inputs, that are not covered by the statistical models.
Michael A. Bender et a. [55] analyzes randomized backoff
strategiesusingworstcase assumptionsontheinputs. Nasipuri,
A. et a. [56 | describe a new carrier-sense multiple access
(CSMA) protocol for multihop wireless networks. The CSMA
protocol dividestheavailable bandwidthinto severa channels
andselectsanidle channel randomly for packet transmission. It
also employs a notion of “soft” channel reservation as it
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gives preferencetothechannd that wasusedfor thelast successful
transmission. We show viasimulationsthat thismultichannel

CSMA protocol providesahigher throughput comparedtoits
single channel counterpart by reducing the packet lossdueto
collisions. Zhenyu Yang et al. [57] proposes a new
multichannel MAC protocol called hop-reservation multiple
access (HRMA) for wireless ad-hoc networks (multi-hop
packet radio networks).HRMA is based on simple half-

duplex, very slow frequency-hopping spread spectrum

(FHSS) radios and takes advantage of the time
synchronization necessary for frequency-hopping. HRMA dlows
aparof communicating nodesto reserve afrequency hop using
a reservation and handshake mechanism that guarantee collison-
freedatatransmission inthe presenceof hidden terminds.

Presently thereisincreasnginteresinwirdessadhoc networks
built from portabl e devices equipped with shortrange wireless
network interfaces. BacarrezaNogaes, |.M. [58] analyzethe
behavior of connectionsusing Bluetooth connectivity at thelink
layer and MAC protocol, with emphasisinthe communication
between mobile nodes. An efficient formation algorithm to
build mobilead-hoc networksisdescribed. Ware, C. etd.[59]
addressissueswiththe performanceof IEEE 802.11, when used
in the adhoc mode, in the presence of hidden terminals.
Results illustrating the strong dependence of channel
capture behavior on the SNR observed on contending
hidden connectionsarepresented. Thework hasillustrated that in
ahiddenterminal scenario, the connection havingthe strongest
SNR isableto capturethe channel, despitethe useof theRTS-
CTS-DATA-ACK 4-way handshake designedto alleviatethis
problem. Itisindicated that the near-far SNIR problem may have
a significant effect on the performance of an adhoc 802.11
network. Thetopology of wirdessmultihop ad hoc networks can
be controlled by varying thetransmisson power of eachnodg 60].
Wattenhofer, R. et al. proposeasimple distributed algorithm
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whereeach node makeslocal decisionsabout itstransmission
power andtheselocal decisionscollectively guarantee global
connectivity. Specificaly, based onthedirectiond information, a
node growsit transmission power until it findsaneighbor node in
every direction. Theresulting network topology increasesthe
network lifetimeby reducingthe transmission power and reduces
trafficinterferenceby having low node degrees. Moreover, we
show that the routesin the multihop network are efficient in
power consumption. Packet dynamicresourcealocation (packet
DRA) isa new medium access control (MAC) protocol that
applies interference-adaptive DRA conceptsto managereuse
in packet-switched networks. Sendingand receiving stations use
ashort handshaketo exchangeinterference-related information
and publishitfor 3rd partiessothey can avoidinterfering[61].
Whitehead, J.F. describeand execute, completely distributed,
and compatiblewithboth peer-to-peer and base-station-oriented
networks. Smart antennas have gained significant importance
in multihop wirelessnetworksin recent years, because of their
sophigticated Sgnal processing capabilitiesthat hold the potential
for increased data rates and reliability[62].Karthikeyan
Sundaresany,etd. have discussedtheproblemsof communication
in multi-hop wireless networks with smart antennas
(specifically digital adaptive arrays). These smart antennas
provide degrees of freedom (DOFs) that can be used to
suppress co-existing communication links, thereby
increasing spatial reuse in the network. The communication
problem comprises of not just determining a channel
access mechanismto beused by thecommunicationlinks, but aso
involvesthedetermination of thecommunication pattern (usage
of DOFs) to be used by each nodeduring channel access. They
cons der theproblem of determining  the communication pattern
tobeused by thenodesand formulateit combinatorialy with the
goal of optimizing network performancethroughinterference
minimization. Nie Nieand Cristina Comaniciu[63] propose
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an energy awareon demand routing protocol for CDOMA mobile
ad hoc networks, for which improvements in the energy
consumption arerealized by both introducingan energy based
routing measureand by enhancingthe physica layer performance
using beam forming. Exploiting the cross-layer interactions
between the network and the physical layer leads to a
sgnificant improvement intheenergy efficiency compared with
the traditional AODV protocol and ensures afaster response to
system changes, and reduced overhead. Anad hoc network is
the cooperative engagement of a collection of mobile nodes
without therequired intervention of any centralized access point
orexiging infrastructure] 64]. CharlesE. PerkinspresentsAd hoc
On Demand DistanceVector RoutinginAODV anovel dgorithm
for the operation of such ad hoc networks. Each Mobile Host
operatesasaspecidized router and routes areobtained asneeded
ieondemandwithlittleor no relianceon periodic advertisements.
Thenew routing algorithmisquite suitablefor adynamic self
starting network as required by users wishing to utilize ad
hoc networks. AODV provides loop free routes even
while repairing broken links. Because the protocol does
not requiregloba periodicrouting advertisementsthedemand on
theoverd| bandwidth avalableto themobilenodesis subgtantialy
lessthaninthoseprotocolsthat do necessitate such advertisements.

T. Kullberg [65] presentsthe performanceand scalability of
theAODV protocol bothinsmdl andlarge networks. Theamount
of wirdlesscommunicationdevices hasincreased dramatically
overthelast few years. This hascrested new kindsof requirements
to thetechnology asthe growing number of users want to be
able to communicate with each other anywhere and
anytime without havingto rely on any existing infrastructure
or centralized access point. Adhoc network is composed of
a collection of mobilenodes co-operating together toform such
network. Every nodein ad hoc network actsboth as ahost and
arouter, which diminatestheneedfor existing infrastructure. Ad-
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hoc On Demand Distance Vector Routing protocol (AODV) is
one of the developed protocols that enable routing with
continuoudy changing topologies AODV isreectivewhichmeans
that it builds routes only when they are first needed. It uses
extensve flooding of messageswhen discovering routesbut tries
to increasetheoverdl bandwidthavailableby minimizing theuse
of any periodicadvertisements. Theincreasing popularity of these
on-the-fly networkshasarisenthe question about the efficiency
and accuracy of therouting protocolsused.
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Chapter 03 AD HOC Network -
Structure& Operation

3.1. Overview

Ad-hoc networks are a new paradigm of wireless
communication for mobilehosts. Thereisnofixedinfrastructure
such as base stationsfor mobile switching. Nodes within each
other’s radio range communicate directly via wireless links while
those, which arefar apart; rely on other nodesto relay messages.
Nodemobility causesfrequent changesintopology. Thewireess
nature of communication and lack of any security infrastructure
raises severd security problems. Thefollowing flowchart depicts
theworking of any general ad-hoc network.

| Nodes send signal to find the mmber of other nodes within range |
I
| Synchronizing between nodes I
1

|Smdet node send messages to receiving node!-—[

Receiving node| v ex 13\““\_\ No | Wait for

Send back I eceiving noderea ;
Ready signal . sometime

Communication begins |

| Termination Process |

CTRE D
Fig2.1: Working of ageneral Ad-Hoc Network

Therootsof ad hoc networking can betraced back asfar as
1968, when work on the ALOHA network wasiinitiated (the
objective of thisnetwork wasto connect educational facilitiesin
Hawaii). Although fixed stationswere employed, theALOHA
protocol lent itsdlf to distributed channel access management and
hence provided a basis for the subsequent development of
distributed channel -access schemesthat were suitablefor ad hoc
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networking. TheALOHA protocol itself wasasingle-hop protocol
thatis, it did not inherently support routing. Instead every node
had to bewithin reach of all other participating nodes. Inspired
by the ALOHA network and the early development of fixed
network packet switching, DARPA beganwork, in 1973, onthe
PRnet (packet radio network) a multihop network.2 In this
context, multihopping meansthat nodes cooperated to re ay traffic
on behalf of one another to reach distant stations that would
otherwise have been out of range. PRnet provided mechanisms
for managing operation centrally aswell asonadistributed basis.
As an additional benefit, it was realized that multihopping
techniquesincreased network capacity, sincethespatial domain
could bereused for concurrent but physically separate multihop
sessons. Although many experimental packet radio networkswere
later devel oped, thesewireless systemsdid not ever really take
off inthe consumer segment. When devel oping IEEE 802.11a
standard for wirelessloca areanetworks (WLAN) the Institute
of Electrica and Electronic Engineering (IEEE) replaced theterm
packet-radio network with ad hoc network. Packet-radio
networks had cometo be associated with the multihop networks
of large-scalemilitary or rescue operations, and by adopting a
new name, thel EEE hoped toindicate an entirely new deployment
scenario.

Today, our vision of ad hoc networking includes scenarios,
where peoplecarry devicesthat can network on an ad hoc bas's.
A users devices can both interconnect with one another and
connect tolocd information pointsfor example, toretrieve updates
onflight departures, gate changes, and so on. Thead hoc devices
can asorelay traffic between devicesthat are out of range. The
alrport scenario thus containsamixture of singleand multiple
radio hops. To put ad hoc networking initsright perspective, let
us make some observations about wireless communication,
beginning with present-day cellular systems, whichrely heavily
oninfrastructure: coverageisprovided by base stations, radio
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resources are managed from acentra location, and servicesare
integrated into the system. This lead to the good as well as
predictableserviceof present-day cdllular systems. Thetransport
of trafficisnot entirely dependent on the coverage provided by
access points. Dependency on centrally administered coverage
is further reduced when end-user terminalsrelay trafficin a
multihop fashion between other terminal sand the base station
(cdlular multihop).A similar approach appliesto commercia or
residential wirelesslocal loop (WLL) multihop accesssystems,
primarily conceived for Internet access (Figure 2, bottom | eft
and middle). Fully decentralized radio, access, and routing
technol ogies enabled by Bluetooth, IEEE 802.11 ad hoc mode,
PRnet station less mode, mobile ad hoc network (MANET),
and concepts such asthe personal areanetwork (PAN) or PAN-
to-PAN communication fit moreor lessentirely into thead hoc
domain. TheMANET initiative by thelnternet Engineering Task
Force(IETF) dsoamsto provide servicesviafixed infrastructure
connected to the Internet.

Now coming to amobileAd Hoc network (MANET), itisan
autonomous network that consists of mobile nodes that
communi cate with each other over wirelesslinks. Thistype of
networksissuited for usein gtuationswhereafixedinfrastructure
isnot available, not trusted, too expensive or unreliable. A few
examples include: a network of notebook computers or PDA’s
inaconference or campus setting, rescue operations, temporary
headquarters, industry etc. Mobile ad hoc networks (MANETS)
are generating much interest both in academic and the
telecommunication industries. The principa attractions of
MANETsarerdated to the easewith which they can be deployed
due to their infrastructure-less and decentralized nature. For
example, unlikeother wirdessnetworks, MANETsdo not require
centralized infrastructures such as base stations, and they are
arguably morerobust dueto their avoidance of single point of
falures. Interestingly, the attributesthat makeM ANETsaattractive
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asanetwork paradigm arethe same phenomenathat compound
the challenge of designing adequate security schemesfor these
innovativenetworks.

A very smplerepresentation as bel ow can be seenfor anad hoc
network. Thenext figureshowstheway communicationiscarried
out inan ad hoc network.

Fig 2.2: BasicAd Hoc network architecture.

The message hops from one node to another. Every node
actsasaswitch and hasrouting capabilities.
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Fig2.3: AdHoccommunication

The message is propagating through the network
us ngintermediate nodesas switches. Therefore, each node must
haverouting capabilities.

3.2. Characteristics of Mobile ad-hoc

Networks

Itisimportant to acknowledgethepropertiesor characteristics

of mobilead hoc networks (MANETS), since these properties

have asignificantimpact on the design of security protocol sfor
MANETSs. Although these properties are detailed in various
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papers, security protocol sthat do not suit these characteristics
are frequently published. The security implications of the
characteristicsarediscussed where gpplicable.

3.3. Network Infrastructure

Thereisnofixed or pre-existing infrastructurein an ad hoc
network: al network functionalit (routing, security, network
management etc.) isperformed by the nodesthemsalves. Dueto
the nodes’ limited transmission range, data dissemination is
achieved inamultihop fashion; nodes can therefore be considered
ashostsand routers. Although thelack of infrastructure opensa
new window of opportunity for attacks, the author believesthe
lack of infrastructure can help to ensurethe survivability of the
network in avery hostile environment. Thisholdstruenot only
from anetwork security perspective, but a so when the users of
the network areunder physical attack.

Ad hoc networks may be spontaneously formed with no a
priori knowledge of the physical location and networking
environment. MANETS’ lack of infrastructure thus makes it
suitablefor various applicationswhere conventiona networks
fdl short

Some researchers have already addressed security issuesin
hybrid ad hoc networks (for Example. Hybrid ad hoc networks
combineconventiona network infrastructurewith multi-hopping.
Thisderivative of ad hoc networkswill find useful application
wherefixedinfrastructure can be extended through multi-hop
networks or wherethefunctiondity (and performance) of multi-
hop networks can be enhanced by relying on someinfrastructure.

3.4. Network Topology
Nodesinad hoc networksmay bemobileresultinginadynamic,
weekly connected topol ogy. Since node mobility isunrestricted,
thetopol ogy may be unpredictable. The network will however
demonstrate global mobility patterns, which may not be
completely random. Thetopology isweakly connected dueto
22



transient, error-prone wireless connectivity. The users may
therefore experience unavail ability of essentid security services.
Node mobility and wireless connectivity allow nodes to
spontaneously join and leave the network, which makes the
network amorphous. Security services must be ableto scale
seamlesdy with rapid changesin network dengity.

3.5. Sef-Organization

MANETscannot rely on any form of central administration
or control; thisisessentia to avoid asingle point of attack. Self-
organized MANET cannot rely on any form of off-linetrusted
third party (TTP); the network can thus be initialized by a
distributed on-lineTTP. A pureor fully self-organized MANET
doesnot rely on any form of TTPwhatsoever, i.e. theon-line
TTPisdsodiminated. Nodeswill thereforeonly have compatible
deviceswith the same softwareinstalled. In the extreme case,
the nodeswill not even shareacommon set of security system
parameters. Thelack of aT TPmay forcetheend-usersto actively
participatein the setup of security associations. A (fully)self-
organized MANET hassomeinherent security implications.

» Fullyself-organized MANETSs are “open” in nature: similar
to theinternet, any user can join the network at random.
Access control to applicationswill haveto beprovided at
theagpplication layer withavarying degreeof user interaction.

» Eachuser will beitsownauthority domain, henceresponsible
for generating and distributing itsown keying material. As
pointed out by Douceur, any node can generate morethan
oneidentity when thereisno off-line TTP. It isthusclear
that itwill bevery difficult (if notimpossible) tolimit usersto
oneand only oneuniqueidentity ina(fully) self-organized
Seting.

» Thenetwork will dwaysbevulnerabletotheactiveinsider
adversary.

> It will bedifficult to hold maliciousnodes accountable for
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their actions, sincethey can dwaysreoin the network under
adifferent (new) identity.

3.6. Limited Resources

Nodes have limited computational, memory and energy
resources in contrast to their wired predecessors. Nodes are
small hand-held devices (possibly “off-the-shelf” consumer
electronics) that do not hinder user mobility. In an attempt to
keep the cost of these deviceslow, asmall CPU, accompanied
by limited memory resources, normally powersthem. Asthe
devicesare mobilethey are battery operated. Thisoften results
inshort ontimesand theposs bility of power faluredueto battery
exhaustion, perhaps during execution of a network related
function.

Devicesmay havelimited bandwidth and transmission ranges.
If itisassumed that advancesinintegrated circuit (1C) technology
will keep on following Moore’s law, computational and memory
limitationswill bealleviated in amatter of time. Bandwidth and
transmission range (in the case of communication viaradio
transmissions) areunlikely toimprove dramatically with respect
to power consumption, as both are dependent on Shannon’s law
and thuslimited. In order to achieveahigher bandwidth, ahigher
signal to- noiseratio (SNR) isrequired which in turn requires
higher transmiss on power. Higher transmiss on power sgnificantly
depletesbattery power, whichisunlikely toimprovesgnificantly
giventhe current rate of advancement in battery technology. A
Security protocol that fail sto optimizenodeand network resources
will smply not be adopted in practice.

3.7 Physical Security

Nodes are mobile and therefore cannot be locked upin a
secureroomor closet. Thesesmall hand-held devicesareeasily
compromised by either being lost or stolen. It isthereforehighly
probabl e than an adversary can physically compromise one or
more nodes and perform any number of testsand analysis. The
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adversary can al so usethe nodesto attack distributed network
services, such asadigtributed on-line certificate authority. Poor
physical security is not as relevant in “open” MANETSs: the
adversariesdo not haveto physically capture nodesto become
an insider or to perform analysis on the protocols. The poor
physical security may result in serious problems in “closed”, military
type MANETswhere physi cally compromised nodes can beused
tolaunch active, insider attacks onthe network.

3.8. Shared Physical Medium

Thewirdesscommunication mediumisaccessbletoany entity
with the appropriate equipment and adequate resources.
Accordingly, access to the channel cannot be restricted.
Adversaries aretherefore ableto eavesdrop on communication
and inject bogus messagesinto the network without limitation.
The shared channel and the nodes’ poor physical security again
emphasi zethat security mechanisms must be ableto deal with
theworst-case active, insder adversary.

3.9. Distributed System

Considering the above properties, nodesin ad hoc networks
haveasymmetricreationship. Thisimpliesthat they ared| equa
and therefore should equally distributedl of theresponsibilities
of providing network functions. Thisisnot only for security reasons
but to ensurerdiabl e, available network servicesthat placesthe
same burden onthe computational, memory and energy resources
of al network participants.Itisanticipated that afair distributions
of serviceswill dso helptodleviate selfishness.

3.10. L ow-Power Devices

In many cases, the network nodes will be battery-driven,
which will make the power budget tight for al the power-
consuming componentsinadevice. Thiswill affect, for instance,
CPU processing, memory size/usage, signal processing, and
transceiver output/input power. The communication- related
functions (basically the entire protocol stack below the
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applications) directly burden theapplication and servicesrunning
inthedevice. Thus, thed gorithmsand mechanismsthat i mplement
the networking functions should be optimized for |ean power
consumption, so asto save capacity for the applicationswhile
still providing good communication performance. Besides
achieving reasonabl e network connectivity, theintroduction of
multipleradio hopsmight dsoimproveoveral performance, given
aconstrained power budget. Today, however, thiscan only be
realized at the price of more complex routing.

3.11. Typical ad hoc Network Functions

Typica functionsof any ad hoc network include many issues
like security, routing and more. They arediscussed briefly inthis
Section.

3.11.1SECURITY : Obvioudly, securityisaconcerninan
ad hoc network, in particular if multiple hopsare employed.
How can auser be certain that no oneiseavesdropping on
traffic viaafor- warding node?Isthe user at the other end
really the person he claims to be? From a purely
cryptographic point of view, ad hoc servicesdo not imply
many new problems. The requirements regarding
authentication, confidentiality, and integrity or non-
repudiation are the same as for many other public
communication networks. However, inawirelessad hoc
network, trustisacentral problem. Sincewe cannot trust
themedium, our only choiceisto usecryptography, which
forcesustorely on the cryptographic keysused. Thus, the
basic challengeisto createtrusted rel ationshi ps between
keyswithout the aid of atrusted third-party certification.
Since ad hoc networksare created spontaneously between
entitiesthat happento beat the samephysica |ocation, there
isno guaranteethat every node holdsthetrusted public keys
to other nodesor other partieswill trust that they can present
certificatesthat.
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However, if we allow trust to be delegated between
nodes, nodes that already have established trusted
relationships could extend thisprivilegeto other members
of thegroup. The method described bel ow can be used for
distributing relationshipsof trust to an entiread hoc network.
The method is based on a public key approach and is
exemplified by asmall ad hoc network. We assume that
connectivity existsbetween all the nodesin the network,
andthat it can bemaintained by, say, areactivead hoc routing
protocol. Initialy, nodeA takesontheroleof server nodein
the procedure of delegating trust. A triggersthe procedure
by flooding a start message into the network. Each node
that receivesthismessage floodsthe ad hoc network witha
message containing the set of trusted public keys. A can
then establish amap of trusted relationsandidentify themin
the ad hoc network. In the example shown (Figure 2.2),
three different groups (G1,G2, and G3) share achain of
trust. All thenodesin G2 shareanindirect trusted rel ationship
toA (through node C).
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Fig2.3: Trust chainrelati oﬁ between node G1 and G2
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NodeA canthuscollect the signed keysit received from
G2viaC (asillugratedin Figure 2.3). By contrast, thenodes
in G3 do not haveatrusted relationship to A. However, a
trusted rel ationship between, say, node G in G3 andA can
be created by manually exchanging trusted keys. NodeA
can now collect signed keysreceived from G3viaG (Figure
2.4). A canthenflood thead hoc network with al collected
signed keys. This procedure createstrusted rel ationships
between every nodein G1, G2 and G3, and formsanew
trust group, G1 (Figure 2.5). This example can be
generalized into aprotocol that handlesthe distribution of
trust inan arbitrary ad hoc network.
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3.11.2 Mobility Functions. In present-day cellular
networks, node and user mobility are handled mainly by
means of forwarding. Thus, when auser circulates outside
hishomenetwork any callsdirected to himwill beforwarded
to thevisiting network viahishome network. Thissame
forwarding principlegppliestomobileIP. A user, or actudly
thenodewiththelPinterface, can also continuetousean IP
address outside the sub network to which it belongs. A
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roaming nodethat entersaforeign network isassociated
with ac/o address provided by aforeign agent (FA). Inthe
home network, ahomeagent (HA) establishesan IPtunnel
to the FA using the c/o address. Any packet sent to the
roaming nodes addressisfirst sent to thehomeagent, which
forwardsit to the FA viathe ¢/o address (tunneling). The
FA then decapsul atesthe packet and sendsit totheroaming
node using the original (home) IP addresses. The actua
routing inthefixed network isnot affected by thistunneling
method and can usetraditional routing protocolssuch as
open shortest path first (OSPF), the routing information
protocol (RIP), and the border gateway protocol (BGP).
Thisforwarding gpproachisappropriatein caseswhereonly
thenodes (terminds) at thevery edgesof (fixed) networks
aremoving. However, in an ad hoc network, thisisnot the
case, sincethe nodes at the center of the network canaso
move or rather, thewhol e network isbased on theidea of
devices that serve both as routers and hosts at the same
time. Hence, in an ad hoc network, mobility is handled
directly by therouting agorithm. If anode moves, forcing
traffic another way, therouting protocol takes care of the
changesinthenodesrouting table.

In many cases, inter working can be expected between
ad hoc and fixed networks. Inter working would makeit
possible for a user on atrip who takes part in a laptop
conference but wantsmobility, to be reachableviathefixed
IPnetwork. Moreover, sincethe user wantsto bereachable
from thefixed network, mobile P would be aconvenient
waly of making him reachablethrough thefixed IP network.
If theuser islocated severd radio hopsaway fromtheaccess
point, mobile IP and the ad hoc network routing protocol
must inter work to provide connectivity betweenthetraveling
user and hisunit peer node whichislocated inthefixed
network or in another ad hoc network.
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3.11.3 Routing: Each node in an ad hoc network
participatesinforming the network topology. Asthereare
no dedicated routers, each node is on its own part
responsiblefor routing packets between other nodes, too.
Basicdly theroutinginfrastructureisyet Smilar totheoneof
Internet. There are many different routing protocolsthat
provideinformation to forward packetsto the next hop. In
ad hoc network it would be necessary to manage topol ogy
changes, asdl thenodesarerequired to run routing protocols.
The routing protocols used in Internet are typically not
applicableto ad hoc networks as such.

In general, mobility, dynamic topologies, and the
constraints of power and bandwidth in ad hoc wireless
networks have given the guidelinesfor routing protocol
development. AsnodesinaMANET usualy haveto deal
with limited power resources, it issuitableto develop such
protocols that need minimum amount of information
exchanges, thus minimizing radio communication and also
power consumption.

The Internet routing protocols are based on network
broadcast, asisthe case with common Open Shortest Path
First (OSPF) protocol . OSPF isalink-state protocol , which
meansthat therouting tables are sent to everyone. These
traditiond link-state protocol sare not gpplicablefor dynamic
networks, because aconsiderable amount of bandwidthis
needed to maintain network state. Instead of being link-
state protocols, most of the routing protocol s use distance
vector algorithms, which send their routing tablesonly to
neighbors.

Thecomplexity of theAd Hoc routing problemisreflected
inthevolumeof research currently being conducted, noless
than six different schemesare being researched. Basically
therearetwo typesof routing protocols:
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Proactive Routing Protocols. Herein the nodes keep
updating their routing tables by periodical messages. This
can be seen in Optimized Link State Routing Protocol
(OLSR) and the Topology Broadcast based on Reverse
Path Forwarding Protocol (TBRPF).

Reactive or On Demand Routing Protocols. Herethe
routes are created only when they are needed. The
application of this protocol can be seen in the Dynamic
Source Routing Protocol (DSR) and theAd-hoc On-demand
Distance Vector Routing Protocol (AODV).

In today’s world the most common ad-hoc protocols
aretheAd-hoc On-demand Di stance Vector routing protocol
and the Desti nation-Segquenced Distance-Vector routing
protocol and the Dynamic Source Routing. All these
protocolsare quiteinsecure because attackers can easily
obtain information about the network topology. Thisis
because in the AODV and DSR protocols, the route
discovery packetsarecarried in clear text. Thusamalicious
node can discover the network structurejust by analyzing
thiskind of packetsand may be ableto determinetherole
of each nodeinthenetwork. With al thisinformation more
seriousattacks can belaunched in order to disrupt network
operations.

The Dynamic Source Routing (DSR) protocol isapurely
reactive protocol. Every packet containsan ordered list of
intermediate routing nodes, every node maintainsaroute
cache, and if a route does not exist in the cache, a “route
request” packet is broadcast and propagated along until it
hitsthedestination, or anodewhich knowsof thedestination,
upon which areply packet issend to the requesting node.
Intermediate nodes add their address along the way, and
updatetheir cacheswith eavesdropped routes. Routesare
mai ntai ned by watching for lost packets, upon which another
route discovery must be performed.
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The Ad hoc On Demand Distance Vector (AODV)
protocol, proposed by Perkins, blendselementsof the DSR
and DSDV protocols, usingthe DSR reectiveroutediscovery
and mai ntenance model s, in combi nationwith the sequence
number and periodic updatefeaturesof the DSDV protocol.

3.12. Applicationsof Mobilead-hoc Networ ks

Adhoc networking protocolsalow building of self-configuring
multi hop wirelessnetworks. The concept initsdf isgenericand
can beused in severd application areas. Ad hoc networkingisa
critical enabling technol ogy to some of the applications, such as
sensor networks, where asothers, e.g., fixed wirel essbroadband
access networks can operate more efficiently using ad hoc
networking protocols.

In general the use of ad hoc a so known asmesh networking
or multi hop wirelessnetworkingincreasesthespectrd efficiency
of communications, thusincreas ng the communi cations capacity
of thenetwork and dlowing higher speedsfor anindividud user.
At the sametime use of multiple wireless hops decreasesthe
power consumption required for sending datawhen compared
to sending the datadirectly between communi cation end points,
I.e.,amobiletermina and awirelessaccesspoint. Theuseof ad
hoc protocols allows the networks to be self-configurable,
decreasing the amount of configuration needed to set up a
network. These theoretical characteristics make ad hoc
networking adisruptivetechnol ogy. However, in practice these
advantages cannot befully exploited duetolimitationsinradio
technol ogiesand routing protocols, but offer still notable benefits
incertain application aress.

Alsotherequirementson networking differ depending onthe
application area. In mobile networking the computers, ad hoc
network nodes, have limited computational and storage
capabilities, and battery lifeisalso limited. Spectral efficiency
and communicationsoverhead should be minimized for scalable
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and efficient operation. With fixed access, battery lifeisnot an
issue, but spectral efficiency and minimal communications
overhead arecritical for |large-sca e deployment. With vehicle
networks the protocol s need to be able to deal with very fast
moving mobilenodes. Themost challenging applicationsarein
themilitary, wherein additionto theabove-mentioned chalenges
theadversary will try to disrupt and eavesdrop communi cations.

The application areas are overlapping, but have clearly
separate markets. For example fixed broadband access
technol ogiesand mobile dataservices overlap to some degree,
especidly for portable access to the Internet. Still the two
applicationshave at | east for now separate markets, e.g., home
and corporate Internet accessfor desktop computersusing fiber,
DSL and cable modems and on the other hand GPRS and the
emerging 3GWAN and IEEE 802.11 LAN mobiledataservices.
As speed for mobile data accessincreases, these two markets
may mergeto somedegreeat |east for the corporate segment, in
whichthecostisnot ashiganissue, asintheresdential ssgment.

M obile data services can be seen toinclude al so vehicular
networkswhere computersin vehiclescommunicatewith other
vehicles and aso with computers located in the Internet.
However, thevehicle-to-vehiclecommunication distinguishesthis
application from norma mobilelnternet access.

Thefigurebelow classifiespotentia applicationsof ad hoc
networking based on the mobility of the nodesin the network
andthesizeof thenetwork. Thetechnologica chalengesbecome
more demanding asthese parametersincrease.

Network Size

Fig2.6: Applicati onsforlyad hoc networking
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In order to illustrate the concept of ad hoc network, the
following gpplication can beconsdered. Theagpplicationisreferred
to astheubiquitousfleamarket. Animportant characteristic of
traditiona fleamarketsisthat they areonly availableonacertain
day and time. Then, walking around takestime and energy, as
onehasto carefully scrutinizewhat isavailable. Andfinaly, the
different roles (buyer and seller) are clearly separated. The
ubiquitousfleamarket isavailablewherever weareand at all
time. It isavailable on many mobile devicesand matchesbuyers
and sdlerspresent withinacertainrange, thelatter being previoudy
defined by the user. Whilewalking, driving or flying, thisad hoc
network can be used. scansits surroundingsfor possible peer
sellersor buyers. It hasto be noted that any user can be buyer
and/or sdller. When the gppli cation finds another mobile device
that runsthe same piece of software, it scanstheshared itemsin
order to find amatching one. If thereisamatch, theuser isa erted
and can then ask the peer to get in touch and makethe physical
transaction. All this, inamatter of simplification, isbasedona
shared and known taxonomy describing theitemsthat can be
bought and sold. Thefollowing user case diagram hel psto have
abetter ideaof thefundamental features of our ubiquitousflea
market

3.12.1 Military Applications: Theorigin of networksthat
rely on no pre-existing infrastructure can betraced back to
the early 1970s with the DARPA and PRNET projects
wheretheinitia focuswason military applications. The
application of ad hoc networksinamilitary environment is
particularly attractivebecause of their lack of infrastructure
and sdf-organizing nature. Cons der conventiond networks
that rely on infrastructure such as base stations: the
infrastructureintroduces pointsof vulnerability, which may
beattacked, and, if eliminated, dismantlethe operation of
the entire network. In battlefield scenarios robust and
guaranteed communicationisessentid with potentidly fata
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consequences if compromised. Ad hoc networks can
continueto exist eveninthe event of nodesdisappearing or
becoming disconnected dueto poor wirel ess connectivity,
moving out of range, physical attack on users, broken nodes,
battery depletion or physical node damage. Applications
such as sensor networks positional communi cation systems
and tactical ad hoc networkswill continueto beoneof the
driving forcesbehind ad hoc network devel opment.

3.12.2 Commercial Applications: Commercial
gpplicationsof ad hoc networks may include depl oyment of
connectivity in terrainswhere conventiona networks, such
ascdlular networks, arenot financidly viable, cannot provide
sufficient coverage or need bypassing. Private networksor
persond areanetworks (for the purposeof teleconferencing,
video conferencing, peer-to-peer communications, ad hoc
meetings, or moregenerally, collaborative applications of
al kinds) are possible applications of ad hocnetworks. Itis
anticipated that these applicationswill gain momentum as
soon astheflexibility and convenience of self-organized ad
hoc networking is fully appreciated and protocols are
implemented with commercidly avalable products. Tekefor
example cellular networks, what was once seen, as an
impractical technology hasnow become anecessity.

Emergency situations caused by geopolitical instability,
natural or man-made disaster could result in existing
networking infrastructure being damaged or unreliable. For
example, HurricaneKatrinastruck New Orleans, Louisana
onAugust 29, 2005. The storm destroyed most of thefixed
communicationinfrastructureasit blanketed gpproximately
90,000 squaremilesof the Unites States, aregionalmost as
largeasthe United Kingdom. In order to launch an effective
disaster relief operation, communicationsof theessence, even
between a localized group of relief workers. “Open”
MANETswill make it possible for relief workers from
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various countriesto establish communication onthefly,
therefore eliminating the time penalty in setting up and
managing conventiond, fixedinfrastructurenetworks Seerch
and rescue missions could a so be conducted in locations
not allowing accessto existing communi cation networks.
Vehicular ad hoc networksallow vehiclestravelingaonga
highway to exchange datafor traffic congestion monitoring,
inter vehiclecommunication and early warning of potential
dangers ahead such as an accident, road obstruction or
stationary vehicle. Several research projects have been
initiated to deal with vehicular ad hoc networking.

3.12.4 Extending Cellularmobile Access Networks:
M obile ad hoc networking can be used for extending the
coverageof acellular mobile network. Thisallowsmobile
usersto accessthe network even whenthey areoutsidethe
range of any base station. The use of multiple hops between
amobilenodeand abase station improvesthesignd qudity,
which elther increasesthedatarate or decreasestherequired
transmission power.

Thecdlular network inquestion can be, e.g.,aCDMA
or an |IEEE 802.11 WLAN network. For example a user
surfingthewebin an Internet cafewith hislaptop computer
andaWLAN card could also provide accessto other users
outside the range of the cafeteria’s WLAN access point.

The products and protocols developed for fixed
broadband wird essaccess could possibly a so beemployed
for mobileor at |east portable Internet access. However,
mobileuseleadsto afrequently changing network topol ogy.
Changesin the network topology pose challengesto any
routing protocol usedinthenetwork. Theamount of routing
protocol related signaling makeslarge-scaeflat mobilead
hoc networksimpractical. To overcomethislimitation, a
clustered or hierarchical approach presentedisneeded. The
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fixed wireless network would then form the backbone
network to which mobile nodes could attach through asmal
number of hopsviaother mobile nodes.

3.12.5 Personal Area Networ k: The concept of personal
areanetworksisabout interconnecting different devicesused
by asingle person, e.g. aPDA, cellular phone, |aptop etc.
In this case the PDA or the laptop will connect with the
cellular phoneinanad hocfashion. Thecd lular phonecan
then as an example be used to access Internet. Another
example could be when a person holding aPDA comes
within communication range of aprinter. If boththe PDA
and the printer were ad hoc enabled the PDA could
automatically get accessto the printing services.

3.12.6 Sensor Networks: Sensor networks are ad hoc
networkscond sting of communi cation enabl ed sensor nodes.
Each such node contains one or more sensors, e.g.
movement-, chemical- or heat sensors. When asensor is
activated it relaysthe obtained information trough the ad
hoc network to somecentral processing nodewherefurther
andys sand actions can be performed. Such sensor networks
may consist of hundreds or thousands of sensorsand can
be used in both military and non-military applications, e.g.
survelllance, environmental monitoring etc. Sensor networks
differ significantly fromthe other typesof ad hoc networks
described inthissection. Themogt significant differenceis
the small size, extremely limited power resources and
processing power of the sensor nodes.

3.12.7 Callabor ative Networ king: Thisapplication of ad
hoc networking may be the most intuitive. The simplest
exampleiswhenagroup of peopleareattending ameeting
and need to share information between their laptops or
PDAs. If these devices were ad hoc enabled they could
dynamically set up anetwork consisting of the meeting
participants and thus enabl ethe sharing of theinformation.
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Without ad hoc networking, agreat deal of configuration
and setup would berequired to accomplish thistask.

3.12.8 Disaster Area Networks: Ad hoc networking
dlowsfor the quick deployment of acommunication network
inareaswhereno fixed infrastructureisavail able or where
thefixedinfrastructurehasbeen destroyed by naturd disasters
or other events. Thus such networks could be used to
improvethecommunication among rescueworkersand other
personne and thereby support therelief efforts.

3.13. Adhoc Routing-Approach

An ad-hoc network is a collection of wireless devices (or
nodes) dynamically forming anetwork without using any pre-
definedinfrastructure. For example, soldiersrelayinginformation
for situational awareness on a battle field and personnel
coordinating rescuerelief operations after adisaster suchasan
earthquake. The goal of an ad-hoc network is to enable
communi cation between any two wireless connected nodesin
the network. Communi cation between nodes that are beyond
direct communication rangeisenabled by usngintermediatenodes
inthe network asforwarding agents.

Fig2.1: AwirelessAdHoc Network

In ad hoc networks, each node act asarouter and the routes
aremostly multi hop. Nodesin these network movesarbitrarily,
thusnetwork topol ogy changesfrequently, unpredictably, and may
cons st of unidirectiond linksaswell ashi-directiona links. Each
nodein these networks operates on constrai ned battery power,
which eventually getsexhausted with time. Ad hoc networks are
also more proneto security threats and misbehaving. All these
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[imitationsand constraints makeAd Hoc network resesarch more
chdlenging.
3.14. Properties of Mobile adhoc Networks

M obilead hoc networksexhibit propertiesdifferent fromfixed

networks or infrastructure based wireless networks. These
propertiesmakeit harder to implement security servicesor even
exhibit vulnerabilitiesto different and additiond security attacks:

>

>

Unreliablewirdesslinksare vulnerabletojamming and by
their inherent broadcast naturefacilitate eavesdropping.
Constraintsin
0 Bandwidthiscaused by thelimitsof theairinterfacewith
fadingand noise.
0 Computing power in mobile devicesrequire security
mechanismsto below in computation overhead.
O battery power in mobiledevices canlead to application
specific trade-offs between security and longevity of the
device
Mobility/Dynamics make it hard to detect behavior
anomaliessuch asadvertising bogusroutessinceroutesin
thisenvironment changefrequently. It isdifficult toemploy
mechanianslikefirewalls, becausetheborder betweenbeing
ingdeor outsidethe network isblurred.
Sdf-organizationisakey property of ad hoc networks. They
can not rely on central authorities and infrastructures.
Therefore, trust management has to be distributed and
adaptive[13]. Onthebright side, self-organization leadsto
inherent better fault tolerance thanksto the absence of the
potentid bottleneck of centralized authorities.
Latency isincreased by thefact that in order to save battery
power devicescan decideto deep and only wakeup, when
thereisamessage for them, which increasesthereaction
timeof thedeviceby thetimeit takesto wakeup. Inherently
theround-trip-timefor packetsisincreasedinwirdessmullti-
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hop networks, rendering message exchangefor security more
expensve.

» Multiplepathsarelikely to beavail ablegiven sufficient node
density. [45] This property offers an advantage over
infrastructure-based local area networks that can be
exploited by diversty coding. Thismeansthat multiplecopies
of apacket or partsof it can be sent over different pathsto
increasethe probability of apacket actually arriving at a
destination unchanged.

3.15. Problem Issues in ad hoc M anagement

The major factor in Ad Hoc management is the node
misbehavior. Although aefficient power management schemeis
applied to an ad hoc network, amisbehaving nodemay resultin
theimproper routing of packet which may extend to thecomplete
collgpsing of thenetwork & so. In mobilead-hoc networks, where
nodes act as both routers and terminals, the nodes have to
cooperate to communicate. Cooperation at the network layer
takesplaceat theleve of routing, i.e. finding apath for apacket,
and forwarding, relaying packetsfor other nodes. Misbehavior
arisesfor severd reasonssuch as, when anodeisfaulty; itserratic
behavior can deviatefrom the protocol and thus produce non
intentiona misbehavior. Intentiona mishehavior amsat providing
an advantage for the misbehaving node. An example for an
advantage gained by misbehavior ispower saved when aselfish
node does not forward packetsfor other nodes. Depending on
theamount of misbehaving nodesand their specific strategies,
network throughput can be severely degraded, packet loss
Increases, nodes can be denied service, and the network can be
partitioned. Thesedetrimentd effectsof misbehavior canendanger
thefunctioning of theentire network.

3.16. Routing Protocols in ad hoc Networks

A number of routing protocols have been proposed for
MANETSs. Theseprotocolscan beclassifiedinto threedifferent
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groups: global/proactive, on demand/ reactive and hybrid. In
proactive routing protocols, theroutesto al the destination (or
partsof thenetwork) aredetermined at the start up, and maintained
by using aperiodic route update process. In reactive protocols,
routes are determined when they arerequired by thesourceusing
aroutediscovery process. Hybrid routing protocols combine
thebasic propertiesof thefirst two classes of protocolsinto one.
That is, they areboth reactiveand proactivein nature. Each group
hasanumber of different routing strategies, which employ aflat
or ahierarchica routing structure.

3.17. Proactive Routing Protocols

In proactive routing protocol s, each node maintainsrouting
information to every other node (or nodes|ocated in aspecific
part) inthe network. Theroutinginformationisusually keptina
number of different tables. Thesetablesare periodicaly updated
and/or if the network topology changes. Thedifference between
these protocols exists in the way the routing information is
updated, detected and thetype of information kept at each routing
table. Furthermore, each routing protocol may maintain different
number of tables.

A number of different PROACTIVE routing protocolsare:
Destination-sequenced distancevector (DSDV), Wirdlessrouting
protocol (WRP), Global state routing (GSR), Source-tree
adaptiverouting (STAR), Cluster-head gateway switch routing
(CGSR), Optimized link state routing (OLSR) €tc.

3.18. Reactive Routing Protocols

On-demand routing protocol swere designed to reduce the
overheadsin proactive protocol sby maintaininginformation for
activeroutesonly. Thismeansthat routesare determined and
maintained for nodes that require sending data to particular
destination. Routediscovery usually occursby flooding aroute
request packet through the network. When anodewith aroute
to the destination (or the destination itself) isreached aroute
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reply issent back to the source node using link reversal if the
routerequest hastravel ed through bi-directiond linksor by piggy-
backing theroutein aroutereply packet viaflooding. Reactive
protocol s can be classified into two categories. sourcerouting
and hop-by-hop routing. In Source routed on-demand protocols,
each data packets carry the complete source to destination
address. Therefore, each intermediate node forwards these
packets according to theinformation kept in the header of each
packet. Thismeansthat theintermediate nodes do not need to
maintain up-to-dateroutinginformation for each activeroutein
order to forward the packet towardsthe destination. Furthermore,
nodes do not need to maintain neighbor connectivity through
periodic beaconing messages. The mgjor drawback with source
routing protocolsisthat in large networksthey do not perform
well.

Thisis due to two main reasons, firstly as the number of
intermediate nodes in each route grows, then so does the
probability of route failure.. Secondly, as the number of
intermediate nodes in each route grows, then the amount of
overhead carried in each header of each datapacket will grow
aswell. Therefore, inlarge networkswith significant level s of
multihoping and highlevelsof mobility, these protocols may not
scalewdll. In hop-by-hop routing (al so known as point-to-point
routing) [8], each datapacket only carriesthe destination address
and the next hop address. Therefore, each intermediate nodein
the path to the destination usesitsrouting tableto forward each
datapacket towardsthedestination. Theadvantageof thisstrategy
IS that routes are adaptable to the dynamically changing
environment of MANETS, Snceeach node can updateitsrouting
tablewhenthey receivefresher topol ogy information and hence
forward the data packets over fresher and better routes. Using
fresher routes also means that fewer route recal culations are
required during datatransmisson. Thedisadvantageof thissirategy
isthat each intermediate node must store and maintain routing
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information for each active route and each node may requireto
be aware of their surrounding neighbors through the use of
beaconing messages. A number of different reactive routing
protocol s have been proposed, they are: Ad hoc on-demand
distance vector (AODV), Dynamic source routing (DSR),
Temporally ordered routing a gorithm (TORA), Associatively-
based routing (ABR), Ant-colony-based routingagorithm (ARA),
Cluster-based routing protocol (CBRP) etc.

3.19. Hybrid Pouting Protocols

Hybrid routing protocol s are anew generation of protocol,
whichareboth proactive and reactivein nature. These protocols
aredesignedtoincreasescaability by alowing nodeswith close
proximity to work together to form some sort of abackboneto
reduce theroute discovery overheads. Thisismostly achieved
by proactively maintaining routesto near by nodesand determining
routesto far away nodes using aroute discovery strategy. Most
hybrid protocol s proposed to date are zone-based, which means
that the network is partitioned or seen asanumber of zonesby
each node. Othersgroup nodesinto treesor clusters. A number
of different hybridsrouting protocol proposed for MANETsare:
Zonerouting protocol (ZRP), Zone-based hierarchical link state
(ZHLS), Scalablelocation update routing protocol (SLURP),
Distributed spanning trees based routing protocol (DST),
distributed dynamicrouting (DDR).

3.20. Dynamic Source Routing (DSR)

Misbehavior detection systemsfor mobilead-hoc networks
havemostly built on Dynamic Source Routing (DSR), monitoring
node behavior with awatchdog component. DSR isaprotocol
developed for routing in mobile ad-hoc networks and was
proposed for MANET by Broch, Johnson and Maltz [6]. Ina
nutshell, it works asfollows: Nodes send out aroute request
message, al nodesthat receivethismessageforwardit to their
neighborsand put themselvesinto the source route unlessthey
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havereceived the samerequest before. If arecelving nodeisthe
destination, or hasarouteto thedestination, it doesnot forward
therequest, but sendsareply message containing thefull source
route. It may send that reply along the sourcerouter inreverse
order or issue arouterequest including the routeto get back to
thesource, if theformer isnot possible dueto asymmetriclinks.
route reply messages can betriggered by route request messages
or gratuitous. After receiving one or several routes, the source
picks the best (by default the shortest), stores it, and sends
messagesa ong that path. In genera, the better theroute metrics
(number of hops, delay, bandwidth or other criteria) and the
sooner the REPLY arrived at the source (indication of ashort
path - thenodesarerequired to wait atime correspondingto the
length of theroutethey can advertisebeforesending it in order to
avoid astorm of replies), the higher preferenceisgiventothe
route and the longer it will stay in the cache. In case of alink
failure, the nodethat cannot forward the packet to the next node
sendsan error messagetoward the source. Routesthat containa
failed link can be *salvaged’ by taking an alternate partial route
that does not contain the bad link.
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Chapter 04 MANETsQuiality
Metricls& Analysis

Minimizing energy consumption istheimportant chalengein
mobile networking. Wireless network interface is often adevice’s
singlelargest power consumer. Sincethe network interface may
often beidle, turning theradio off when not in usecould savethis
power. In practice, however, thisapproachisnot straightforward.
A nodemust arrangeto turnitsradio on not just to send packets,
but also to receive packets addressed to it and to participatein
any higher-level routing and control protocols. Therequirement
of cooperation between power saving and routing protocolsis
particularly acute in the case of multi-hop ad hoc wireless
networks, where nodes must forward packetsfor each other.

4.1. Issuesin Topology Management

Theabsence of acentrd infrastructureimpliesthat an ad hoc
network does not have an associated fixed topology. Indeed, an
important task of an ad hoc network cons sting of geographicaly
dispersed nodesisto determine an appropriate topol ogy over
whichhigh-leve routing protocolsareimplemented. Inthissection,
we consider topol ogy management, the problem of determining
an gppropriatetopology inan ad hoc network. Let V denotethe
collection of nodesand let G denotethe graph on'V inwhich
thereisan edgefromnodeutonodev if and only if ucandirectly
reach v. Let T denote the topology returned by the topology
management agorithm.

Thequality of thetopology T can be eva uated according to
severd criteria, whichare

1. Connectivity

2. power-efficiency

3. throughput

4. robustnessto mobility.

Intheremainder of thissection, we e aborate on these measures.
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4.1.1. Connectivity and Ener gy-Efficiency: Perhaps, the
most basi ¢ requirement of topology isthat it be connected.
More precisely, we require that any two nodes that are
connectedin G area so connected in T. Sincethetopol ogy
T formstheunderlying network for routing protocols, itis
asodesirablethat there exist power-efficient pathsbetween
potential source-destination pairs.

We would like to provide connectivity and power-
efficiency usinga“simple” topology that is “easy” to maintain.
While there is no single way to formalize “simplicity” and
“’maintainability”, some objective measures that influence
these subjective goalsarethe size of thetopol ogy interms
of the power level of nodesin T, number of edgesin T and
themaximum degree of any nodein T. What distinguishes
the topol ogy management problem in the mobile ad hoc
setting from traditional network designisthat weneed to
determine the topology in a completely distributed
environment. Thusthe every node in an ad hoc network
should takedecisionslocaly based oninformation obtained
fromneighbors.

4.1.2. Throughput: In addition to connectivity and energy-
effidency, wewoul dliketo haveatopol ogy with high capecity
or throughput; that is, it must be feasible to route “about as
much traffic” inthe topology as any other topology, satisfying
thedesired congraints. Thethroughput-competitiveness of
atopology depends on, among other factors, thelevel of
interferenceinherent to thetopol ogy. Definetheinterference
number of an edgeein T to be the maximum number of
other edgesinT that interferewith e. Definetheinterference
number of the topology to be the maximum interference
number of anedgein T. A plausiblegoa thenisto seek a
topology with asmall interference number. The particular
interference number achievable, however, dependsonthe
relative positions of the ad hoc network nodes and their
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transmissionradii. Thisleadsto thefollowing open problem
in network design: Given acollection of ad hoc network
nodes, design a connected topol ogy that minimizes the
interference number. It seemsunlikely that the preceding
optimization problem can be solved effectively by alocal
algorithm; nevertheless, a centralized agorithm for the
problem may beof theoretical interest.

4.1.3. Robustnessto Mobility: Anadditional challenge
inthedesign of digtributed topology management dgorithms
Isto ensure some degree of robustnessto the mobility of
nodes. One measure of robustness of thetopology isgiven
but themaximum number of nodesthat needto changetheir
topology information asaresult of amovement of anode.
Thenumber, which may bereferred to asthe adaptability of
thetopol ogy management agorithm, dependson the size of
the transmission neighborhood of the mobilenodeu, and
therdativel ocation of the nodes, Other than maintaining the
topology, mobility dso entailschangesin therouting paths.

4.2 Topology Managemnt in Wireless ad-
hoc Networks
Thetopol ogy management in Ad hoc wireless networksis

decided at every node
» Whichnodetoturnon
» Whenthenodeto beturnon
» What should be the transmit power, So that network

connectivity ismaintained under the conditionsof mobility.
Most of the algorithms proposed for Topol ogy M anagement

which are based on the first two points or the third point i.e.
switching between active (transmit, receive or idle) to the
transmission power. They are:

» Power On-off scheduling algorithms
» Power schedulingagorithms
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In on-off management scheme, few nodes are having more
power, which are called as cluster headsand gateways. These
are sdlected distributively in such away that each nodeintheAd
hocwirdessnetwork isether cluster head or connected to cluster
head. The gate way nodes are sel ected such that they forward
packets between cluster heads. Here any node can send packets
to any other node in the network through cluster heads and
gateways. Thusthe cluster heads and gatewaysform avirtual
backbonetotherest of nodes. The packets destined tothe nodes
inthe deep mode can be buffered at itscluster head. Whenthe
nodewakes up cluster head can ddliver the packetsto the node.
The cluster nodeand gateway nodes areawaysin awake mode.
Some proposed on off scheduling topol ogy management schemes
are Span (3) and TMPO (Topology Management by Priority
Ordering) (4).

Inthe power scheduling topol ogy management schemes, each
node adjustsitstransmission rangein such away that it hasfew
neighbors. In thistopol ogy management schemeall nodestake
partintherouting, itiscaled asflat topol ogy management scheme.
Few power scheduling topol ogy management schemesare CBTM
(Cone Based distributed Topology Management) (Rohl et al.,
1997) and K_Neigh Protocol for symmetric topology control
(Bao and Garcia-Luna-Aceves, 2003).

Span (3), apower saving technique for multi-hop ad hoc
wireless networks that reduces energy consumption without
sgnificantly diminishingthecgpacity or connectivity of thenetwork.
Span builds on the observation that when aregion of ashared-
channel wirelessnetwork hasasufficient density of nodes, only a
small number of them need beon at any timeto forward traffic
for active connections.

Spanisadigtributed, randomized d gorithmwherenodes make
local decisions on whether to sleep, or to join aforwarding
backbone asacoordinator. Each node basesitsdecision on an
estimate of how many of its ne;lgélborswi Il benefit fromit being



awake, and theamount of energy availabletoit. Inthisagorithm
coordinatorsrotatewith time, demonstrating how |localized node
decisions lead to a connected, capacity-preserving global
topology.

Improvement in systemlifetime dueto Spanincreasesasthe
ratio of idle-to-sleep energy consumption increases. Herethe
system lifetimeof 802.11 network in power saving modewith
gpanisafactor of two better than with out. Span integratesnicely
with 802.11- when run in conjunction with the 802.11 power
saving mode, Spanimprovescommunication latency, capacity and
systemlifetime.

But thisagorithmimplementationisextremey expensve. The
implementation of the power saving techniqueperiodicaly wakes
up thenodesand makesthemto listento the advertisementsand
thiswill increasethe cogt. Thiswarrantsinvestigationintoamore
robust and efficient power saving techniquein MAC layer that
minimi zesthe amount of time each node spendsin power saving
mode.

TMPO (4) usesthe neighbor-aware contention resol ution
(NCR) dgorithmto providefast convergenceandload ba ancing
with regard to thebattery lifeand mobility of mobilenodes. Based
onNCR, TMPO assignsrandomized prioritiesto mobilesations,
and dectsaminimal dominating set (MDS) and the connected
dominating set (CDS) of an ad hoc network according to these
priorities. In doing so, TM PO requiresonly two-hop neighbor
informationfor theM DSéd ections. Thedynamic prioritiesassgned
to nodesarederived fromthenodeidentifiersand their willingness
to participatein the backboneformations. Thewillingnessof a
nodeisafunction of themobility and battery life of thenode. The
integrated cons deration of mobility, battery lifeand deterministic
nodeprioritiesmakes TM PO oneof thebest performing heuristics
for topol ogy management in ad hoc networks.

INCBTM (Rohl et d., 1997), thetopol ogy of awirelessmulti-
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hop network can be controlled by varying thetransmissionrange
at each node. Thisalgorithm does not assumethat nodes have
GPSinformation available; rather it dependsonly on directional
information. Roughly speaking, thebasicideaof theagorithmis
that anode u transmits with the minimum power p required to
ensurethat in every cone of degreed around u, thereis some
nodethat u can reach with power p, whered = 5pi/6isanecessary
and sufficient condition to guaranteethat network connectivity is
preserved. More precisely, if thereisapath from stot when
every node communicates a maximum power then, if d < 5pi/6,
thereisgtill apathinthe smallest symmetric graph G containing
all edges(u,v) suchthat u can communicate with v using power
p. Ontheother hand, if d > 5pi/6, connectivity isnot necessarily
preset

It hasthe disadvantagesthat €liminating edgesmay result in
more congestion and, hence, worsethroughput, evenif it saves
power inthe short run. Theright tradeoffsto makearevery much
application dependent. Therefore, an a gorithm that adaptsto
the specific application setting ismuch needed. Reconfiguration
inresponseto nodemobility and fallureconsumes preciousenergy
resources. Fast convergenceof topology control iscritical tokeep
thenetwork functioningwell.

K-Neigh Protocol (Bao and Garcia-Luna-Aceves, 2003):
Thisapproachisbased onthe princi pleof maintaining thenumber
of physical neighborsof every nodeequd to or dightly below a
specificvauek. The proposed gpproach enforces symmetry on
theresulting communi cation graph, thereby easing the operation
of higher layer protocols. Thevaueof k guarantees connectivity
of thecommunication graphwith high probability both theoretically
andthroughsmulation. K-Neigh, afully distributed, asynchronous,
and localized protocol that uses distance estimation, guarantees
logarithmically bounded physical degree at every node, isthe
most efficient known protocol (requiring 2n messagesintotal,
wherenisthe number of nodesinthenetwork), and withinstrictly
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bounded time. But it failswhen the nodesjoin the network at
unpredictabletimes, and cannot deal with mobility.
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Chapter 05 Mobilead hoc Routing
| ntelligence protocol

5.1. Proposed Routing Protocol

In a mobile adhoc network discovering a route and its
maintenanceisof primeimportancefor maintai ning the network
performance for a longer time. To maintain the network
performanceamoabileadhoc routingintelligence(MARI) protocol
is proposed. When the node awakens, it can retrieve these
packetsfromthe buffering MARI node. Thisscheme makesthe
routing simple, with minimum number of entriesasonly those
entries inanode’s routing table that correspond to currently active
MIRA nodescan be used asvalid next-hops.

5.2. Mobile adhoc Routing Intelligence
Protocol

MARI nodes arethe nodes such that all non-MARI nodes
(nodeswithin thetransmission range of that MARI node) are
connected to any one of the MARI node and route packetsfor
any other nodeswith thehep of MobileAgents. Therouteconsists
of Source node, Corresponding MARI node, Gate way nodes
andintermediate M ARI and Gateway nodesand destination node.

For the operation of routesin the network asleep cycleis
used to maintain the power level. A Sleep cycleisdefined asa
period for thetime period during which member nodesremainin
the power efficient sleep mode and wake up onceinfixedtime
duration in one beacon period.

We assumethat each node periodically broadcasts asmall
packet “HELLO” message, which contains:
Nodeid
» It’s Status (whether the node is MARI node, gateway,
member or undeci ded)
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Itscurrent power level
Itscurrent MARI node
A wakeup counter wi

Information about each neighbor i.e.:
0 Neighbor’sid,

O ltsstatus,

0 ItsMARI node.

Based onthe HELL O messagereceived from the neighbors,
each node constructs a table, which contains the list of its
neighbors, their MARI nodes, power level, wakeup counter and
theinformeation about their neighbors. A node switchesformtime
to time between being aMARI node and being amember. A
node becomes a gateway, if its MARI node chooses it as a
gateway to route the packets between MARI nodes. A nodeis
sadto bekept intheundecided state, if it loosesthe connectivity
with itsMARI nodes due to mobility. Thefollowing sections
describethe selection of MARI nodes, their withdrawal and the
selection of gateways.

5.3. Mari Placement

MARI nodesdongwith gatewaysconfirmapathinthevirtua
backbone, whichisused for routing and thereis demandsfor
additiona power for transmission, reception and processing of
packets. Thusthe MARI nodes should be sel ected in suchaway
that they have enough/higher power levd.

ALGORITHM 1: (MARI PLACEMENT, executed by
undecided nodes)

MAXPOWER =My power

for Each one hop neighbor nodeNi do

if Statusof node Ni isMARI then

My status= member

My MARI = Ni

dse

YV V V VY
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if Power of Ni > MAXPOWER then
MAXPOWER = POWER OF Ni

endif
endif
endfor
if My status= undecided AND My power >=
MAXPOWER then
My status= RIMA
endif

» Undecided nodes periodicaly checksif it hasamaximum
POWER level amongitsone hop neighborswhich havenot
joined to any MARI node (i.e. undecided neighbors). If a
node has maximum power level among such one hop
neighbors, it becomesaMARI node and declaresitself asa
MARI nodeinthesatusfield of next HELLO messageand
communicatestodl itsneighbors.

> If undecided nodeknowsthat its neighbor node hasbecome
MARI nodefrom received HELL O message, it changes
it’s status to member. It declares its status as member and
it’s current MARI node in next HELLO message. If more
than oneneighbors of an undecided node became MARI,
undecided nodeselectitsMARI  nodefromwhichit has
received the HEL L O packet earlier

» Theremay be undecided nodes whose one hop neighbors
with power level morethan the undecided node choseto
join MARI nodes, asthe MARI nodes have more power
level than itsonehop neighbors. Such undecided nodeswith
maximum power level among onehop undecided neighbors
declaresthemselvesas MARI nodesin thenext HELLO
message.

» A MARI nodepreparesalist of itsmember nodes, which
arejoined tothe MARI node, form the broadcast of HELLO
messagesrece ved from onehop neighbors. Thisinformation
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inthetableisperiodicaly changesasanew HELL O packet
isreceived.
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Flow Chart 1: Mari Placement

Power DM Out of communication range
MARI node

Undecided node
./ @ @

<
pinphl pudepii POIPM

@ —* MARINODE (Power =pM)

@ ——+ Member Iodee with powers pm1,pm?2 etc

Fig4.1: lllustration of MARI node selectioninaRandomAd
Hoc Network

5.4. Mari Node With Drawal

TheMARI nodewill drainitsenergy moreragpidly, ascompared
to member nodes. Beforethe MARI nodelosesits major part of
its power, the responsibilities of the MARI node should be
transferred to other node with sufficient power level. AlSoRIMA
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nodes should not be changed frequently whichwill increasethe
overhead.

» WhenaMARI nodeobservesthat itsPOWER leve isgone
below athreshold, it will withdraw itsstatusof MARI node.
Thewithdrawal of MARI nodeisdeclaredto its member
nodesin the next WAK EUP message asaundecided node.
Thethreshold can be set to 80% of MARI level whenthe
node decided to become aMARI node.

» When agate way or member node comesto know that it
can not contact its MARI node, it changes its status to
undecided and starts MARI node placement procedure.

5.5. Gateway Selection

Themaximum number of hopsbetween any two closeMARI
nodes is two; hence gateways are required and are used to
forward the packets between the MARI nodes. The gateway
nodes must have sufficient amount of power, to transmit and
recelvethe packetsto and from the MARI nodes.

ALGORITHM 2: (Gateway Selection, executed my MARI
nodes)

Transmit broadcast packet STAY-AWAKE

Wait for one beacon period

for Each RIMA nodeRi withintwo hopsdo

If Ri has not decided gateway for this RIMA node
then

If Ri isnot neighbor of my existing gatewaysthen Ri.

Gateway = My member which has maximum power
among neighborsof Ri

dse

Ri. Gateway = my existing gateway

endif

dse

Ri. gateway = gateway of Ri for thisnode
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endif

endfor
To determinethe gateways, MARI nodesneedsinformation
initstwo hop neighborhood. Thisinformationisobtained
fromthe HELL O packets; it hasreceived fromits onehop
neighbors. But asthe member of different MARI nodesare
not synchronized, they may misstheHEL L O packetsfrom
membersof different MARI nodes. MARI nodeperiodicaly
sends broadcast request packet STAY AWAKE to its
membersto put themin awakemodefor at |east onebeacon
period.
MARI nodefindsout al theMARI nodeswithintwo hops
and MARI nodesdlectsitsmember asagateway which has
maximum power leve , for each MARI nodewithin two hops.
Generdly thegateway istaken suchthat it hasmore number
of neighborsto ensurelessnumber of gateways.

If any MARI nodewithintwo hopshave already declared
their gateways, then thereisno need to select gateway for
such MARI node.

The MARI nodedeterminethevaidity of the gateway node
I.e., power leve periodicaly, if the power level isbelow the
thresholdlevel the M ARI node startsthe sd ection procedure

for new gateway.

j \‘@ .

M — MARI Nodes, m — Member Nodes, G — Gateways
Fig4.2: Gateway selection and flow inAd Hoc Network
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5.6. Scheduling of Sleep Cycle
We propose some additional POWER saving features to

802.11 CSMA/CA to makethe MAC layer power efficient by
using randomized wake up time for member nodesin ad hoc
network. MARI nodes and Gateways continuoudly stay avake
to forward packets of other nodes. Member nodes wake up a
number of timesinabeacon period T (seefigure4.2), andif they
do not haveto transmit or recelve data, they goesto deep again.
There are number of sleep cycle periods (T1, T2), (T2, T3) ...
(Tn, T) in abeacon period. Member nodeswakesup onceina
seep cycle. All nodes staysawakeduring period (O, T1) called
as broadcast window to exchange HELL O packets. Each node
synchronizesitsclock by using time stamp of HELLO message
from MARI node. Each member node determinesitswake up
timefromitsnodeid and awakeup counter wi given below (see
agorithm3):
ALGORITHM 3: ( Sleep cycle scheduling, executed by al
member nodesfor each beacon Period)

Transmit HELL O packet at appropriatetimein (T,T1)

For Each sleep cycle period (Tm, Tm+1),m=1...n

do

if thereare no packetsto transmit then

Gotodegpmodeuntil timetim

Remaininwakeup modeuntil timetim +t

if Packet received at timein (tim, tim +t) then

Remaininwakeup modeuntil time+t

endif

iftime<Tm+1-T then

Gotodegpmodeuntil timeTm+1

endif

dse

Transmit the packet (S) at appropriatetime(s)

if tim —t<time <timthen
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Remaininwakeup modeuntil timetim+t for recaiving

packets

endif

iftime<Tim+tthen

Remaininwakeup modeuntil time+t

endif

endif

if time <Tm+1—tthen

Gotodegpmodeuntil timeTm+1

endif

endif

endfor

» Duringtheinitia period (0,T1) of thebeacon period (0,T),

al noderemain awake, transmit broadcast messages, if any,
and beacon messages so as to keep every node undated
about one hop neighborhood. Wecall theperiod (0,T1) as
broadcast window. Thuswhen apacket, other than HELLO
and broadcast, comesat MAC layer for transmissonduring
broadcast window, the packet can not be sent immediately.
The packet hasto bebuffered at theMAC layer and it will
betransmitted after the end of broad cast window

» Attheend of broadcast window, i.e., at timeT1, al member
nodesgoto deegp mode, if thenode do not have any packets
for transmission. Each member nodewithid | wakesup at
timetiminmth sleep cycle. Nodel calculatesitswake up
timetim for apseudo-random number withitsnodeid | and
awakeup counter wi as seed to the pseudo-random number
generator. Wake up timeof anodewithidl inmthisgiven
by tim.

tim=Tm + (Tm+1-Tm) * Ran
Where Rand (I x wi) is pseudo-random number in (0, 1)
with
| * wi as seed.
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» Thiswakeuptimetimisalso knownto MARI nodeand
one hop neighbors of node | as each node knowsits one
hop neighbor id and itswakeup counter wi from HELLO
packet. All the nodes in ad hoc network have identical
pseudo-random number generator. So whenaMARI node
or neighbor of node | wantsto send packetsto nodel, it
will send at timetim. After the node | receive packets, it
goesto sleep again. So for MARI node and neighbors of
nodel, the packets haveto be buffered at MAC layer until
timetim. After asmall timetim, if no packetsaresendtoit,
it goestodeep again.

» If the node | wants to send packet to the MARI node, it
senses the channel from the end of broadcast window or
whenarrivesat MAClayer for transmission, until thechanne
isidle. Thenodel usesstandard 802.11 back-off algorithm,
if contention for channel occurs. Whenthechannd isidle, it
will send packetsto the MARI node. Node | sleep after
transmissionisover and wakesup at timeti or T, whichever
comesearlier.

» |If thenodek wantsto send packetsto itsneighbor | other
thanitsRIMA node, node k wakesup at timeti asnodel
wakesat timeti, and send packetsto nodel, if the channel
isidle

» After each deep cycle (Tm, Tm+1) in beacon period,
wakeup counter wi increased. If wi was not changed, the
node k with wake up timetkm, little earlier than wake up
timetim of nodel will get morethroughput than nodel, as
packets transmitted to node k will always overlap to the
wake up period (tim, tim+T) of nodel. Thusnodek will
get morethroughput than node |. When thewakeup counter
wi isincreased after every degp cycle(Tm, Tm+1) inbeacon
period T, wake up timeof all nodesareredistributedinthe
timeperiod (Tm,Tm+1) and al member nodesget fair share
of throughput.
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In the large ad hoc networks, traffic passing through the
backbone nodes, i.e., MARI nodes and Gateway nodes is
expected to be large as compared to local traffic between
neighboring nodes. MARI nodes and Gateways do not haveto
wait for longer timefor idlechannd . Thusthe overall delay for
routing packetswill bereduced. Wheress, if the packetsareto
betransmitted to the neighbors, sender hasto wait until thewake
up timeof receiver. Thusthedelay for local trafficisexpected to
bemore.

On average each packet suffersdelay dightly morethan (Tm
—Tm+1) /2 at last hop. To reduce this delay, the number of sleep
cyclescanbeincreased. Thiswill reducethedelay at last hop, as
sender hasto wait for lessamount of timeto deliver the packet to
receiver at last hop.

Walce up time for node i
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Fig4.3: lllustrating Beacon Period

5.7. Routing Over Virtual Backbone

To measurethe effectiveness of the Topol ogy M anagement
scheme, wehave designed amobile agent based routing protocol.
Therouting protocol ison demandi.e. routeisfound only when
route to the destination is required. This routing protocol is
executed only on MARI nodes, which havetheroutinginteligence.
Whereas, gatewaysonly forward the packets between MARI
nodesusing field of the packet. If aMARI node hasto send
packet to other MARI node, it sendsthe packet to gateway with
addressof other MARI nodeinfield. Thustheroutingisbetween
MARI nodeto MARI node and gateways act asrelay between
MARI nodes. (Seealgorithm 4):
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Algorithm 4: (Routing over virtua backbone)

if Forward mobileagent received then
if Destination D isneighbor then
Inform node D about route request
Wait for acknowledgement
if Acknowledgement recelved then
Waif fortimeTw
Send thereversemobile agent a ong path with highest
accumulated congestion metric
endif
dse
Send forward mobileagent to all MARI nodeswithin
two hops
endif
endif
if Reversemobileagent received then
if Source Sisneighbor then
Updatetheroutingtable
Inform node S about established path
dse
Updatetheroutingtable
Send thereverse mobile agent a ong thereverse path
endif
endif

» Member or gateway node S, which needs route to

destination D, sendsrequest for routeto its MARI node
Rs.

» MARI nodeRs. checks, if thedestination D isthe neighbor.
If destination D isnot neighbor of MARI node, then MARI
node sends mobile agent to MARI nodeswithin two hops
through gateways. For any MARI hode Ri, which receive
themobileagent, if destination D isnot the neighbor of Ri,
then mobileagent migratesto thenelghboring MARI nodes.
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»  Whilemigrating mobileagent collectstheinformation about
congestion metric and the path followed by mobileagent. If
themobile agent, with sameid isreceived morethan once,
then dl subsequent mobile agentssameid arerejected.

» If thedestination D isneighbor of MARI node RD, RD
informs D about route request from node S. If node D
acceptsrouterequest, it acknowledgesto MARI NODE
rd.

» MARI nodeRD waitsfor timeTw for mobileagentscoming
fromvarious paths. After time Tw, MARI node RD selects
the path over which accumulated congestion metric is
minimum. RD sendsreverse mobile agent on salected path
along with the accumulated congestion metric and path
information received from forward mobile agent. Reverse
mobile agent followsthe path which wasfollowed by the
forward mobileagent.

» Thereverse mobileagent updates the routing table of the
MARI nodesalong the path. When reverse mobile agent
reachesthe MARI nodesRs, it updates the routing table
andinformsnode S about path establishment. Now node S
can send packet over the established path.

Path Formatian Using Proposed Topolcgy
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Fig4.4: creation of acluster network with probable member,
head and gateway nodes

63



5.8. Load Distribution

Onepart of ad hoc network may be congested and other part
of network may havefreeresources. Thiswill increasethe packet
delivery latency. Throughput and packet ddlivery ratio dsowill
be badly affected. To distribute theload evenly inthe network,
we have devised a congestion metric which isused for route
selection asdescribed above. Thiscongestion metricisbased on
theamount of time MARI node seesfree channel for thepast T
seconds.

Thiscongestion metricisgiven by
Fm=fmt + (1-a) fm
Wherefmt isfraction of timechannel isfreeduringpast T
seconds and ‘a’ is weighing factor in (0, 1).

For congested MARI nodesthis congestion metric will be
more, asthe channel will bemorebusy and for freeMARI node
thiswill beless, asthechannel will bemorefree.

5.9. Performance Evaluation

To eva uate the Topol ogy M anagement scheme, wesimulate
30-node networksin squareregion of 100m x 100m. Nodesin
our simulations use radiuswith a2 Mbps bandwidth and 30 m
nominal radio range. Twenty nodessend and receivetraffic. Each
of these nodes send a CBR traffic to another node.

5.10. Power Consumption

We have used the energy consumption model of (3), whichis
obtained from measurementson the Cabl etron Roam about 802.11
DSHigh Ratenetwork interface card (NIC) operating at 2 Mbps.
Power consumption invariousmodessuch as Tx (transmit), Rx
(receive), Idleand deeping.

TX Rx Idle Sesping
1400mw | 1000mW|830mW | 130mw

Table4.1: Power consumptionin various modes
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5.11. Fraction of Nodes in Forwarding
Backbone

Fig 4.5 showsthefraction of nodesthat are part of virtual
forwarding backbone (i.e. MARI and gateway nodes) as node
density increases. It can be observed that as node density
increases, fraction of forwarding nodesgoeson decreasing. Thus
more number of nodes are member nodes, which arein power
efficient degp statemost off thetime.
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Fig4.5: Fraction of nodesthat arepart of virtual forwarding
backbone (M ARI and gateway nodes) asnode density
increases

5.12. Node Lifetime

Fig 4.6 showsfraction of nodesremaininginthenetwork asa
function of simulation time. If theenergy of anodefallsbelow
certainthreshold, thenodeismarked as dead. Figureshows
that Topology Management scheme increases thelifetimeof
node more than factor of two.

+ wlh T
o with fls1 Taplogy

-] =
@ - o

Factson Ho.of rodes in retwos
=

o
s ]

LE18 Vo

Rt TP
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5.13.Comparing Beacone and Non-

Beacon Topologie

Theamount of datatransmitted and thenodelifeof themember
nodes can beincreased by implementing the concept of beacon

period.
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Fig4.7: offered|oad v/stransportation delay plot

The proposed protocol providesasimplified approach to the
performance improvement of a mobile adhoc network. This
protocol whenimplemented onthe network scenario aspresented
above outperformed theflat topology approach. Thisapproach
isfocused onimproving therouting method based ontheindividud
node power consumption. Thepower though savedinthismanner
may be dissipated under misbehavior operations in adhoc
network. Hence prediction and removal of misbehaving nodes
on such anodeinthenetwork isof primeimportance. A method
for the prediction and removal of misbehavior inthenetwork is
suggested.
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Chapter 06 Robust Trust-Worth
Routing Protocol

6.1. Overview

Mobilead hoc networks (MANETS) rely on the cooperation
of al thearticipating nodes. Themore nodes cooperateto transfer
traffic, the more powerful aMANET gets. But supporting a
MANET isacost-intensiveactivity for amobilenode. Detecting
routes and forwarding packets consumes local CPU time,
memory, network-bandwidth, and most important the energy.
Thereforethereisastrong motivation for anodeto deny packet
forwardingto others, whileat the sametimeusing their services
to deliver own data.

Therearetwo approaches of dealing with selfish nodes. The
first approach triesto giveamotivation for participatinginthe
network function. The authors suggest to introduce avirtual
currency caled Nugletsthat isearned by relaying foreign traffic
and spent by sending own traffic. Themajor drawback of this
approach is the demand for trusted hardware to secure the
currency. Thereare argumentsthat tamper-resistant devicesin
general might be next to impossibleto berealized. A similar
approach without the need of tamper proof hardware hasbeen
suggested by Zhong. Thereexist aso other unresolved problems
withvirtua currencies, likee.g. nodesmay starve at the edge of
the network because no one needsthem for forwarding etc. Most
of the existing work in thisfield concentrates on the second
approach: detecting and excluding misbehaving nodes.

Thefirst to propose asolution to the problem of selfish (or as
they call it “misbehaving’) nodes in an ad hoc network were Marti,
Giuli, La and Baker. Their system usesawatchdog that monitors
the neighboring nodesto check if they actudly relay thedatathe
way they should do. Then acomponent called path rater will try
to prevent pathswhich contai n such misbehaving nodes. Asthey
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indicate their detection mechanism has a number of severe
drawbacks. Relying only on overhearing transmissions in
promiscuous mode may fail dueto anumber of reasons. In case
of sensor failure, nodes may befal saly accused of misbehavior.
The second drawback isthat selfish nodes profit from being
recognized as mishehaving. The pathsin the network arethen
routed around them, but thereisno exclusion from service,

A wirelessor mobile ad hoc network (MANET) isformed by
agroup of wirelessnodes, which agreeto forward packetsfor
each other. One assumption made by most ad hoc routing
protocolsisthat every nodeistrustworthy and cooperative. In
other words, if anode claimsit can reach another node by a
certain path or distance, theclamistrusted. If anodereportsa
link break, the link will no longer be used. Although such an
assumption can s mplify thedes gn and implementation of ad hoc
routing protocols, it does make ad hoc networks vulnerableto
varioustypes of denial of service (DoS) attacks. One class of
DoSattacksismalicious packet dropping. A maliciousnodecan
slently drop someor al of thedatapacketssent toit for further
forwarding even when no congestion occurs.

Malicious packet dropping attack presents anew threat to
wirelessad hoc networkssincethey lack physica protection and
strong access control mechanism. An adversary caneasily join
the network or capture amobile node and then startsto disrupt
network communication by silently dropping packets. Itisasoa
threat to the Internet since the various software vulnerabilities
would allow attackersto gain remote control of routerson the
Internet. If malicious packet dropping attack isused dongwith
other attacking techniques, such as shorter distancefraud, it can
create more powerful attacks (i.e., black hole) which may
completdy disrupt network communication.

Current network protocolsdo not have the capability to detect
themadliciouspacket dropping attack. Network congestion control
mechanisms do not apply here since packets are not dropped
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dueto congestion. Link layer acknowledgment, such as|EEE
802.11 MAC protocol, can detect link layer break, but cannot
detect forwarding level break. Although upper layer
acknowledgment, suchas TCPACK, alowsfor detecting end-
to end communication break, it can beinefficient and it does not
indicate the nodeat which the communication bresks. Moreover
suchmechanismisnot availablein connectionlesstransport layer
protocols, such asUDP. Therefore, it isimportant to develop
mechanismsto render networkstherobustnessfor resistingthe
malicious packet dropping attack.

6.2. Properties of Misbehavior in ad hoc

Networ k

We found the following ways of attacking DSR, targeting
availability, integrity, confidentiality, non-repudiation,
authentication, access control or any combination thereof:

1. Incorrect forwarding: acknowledgeROUTE REQUEST,
send new request or do not forward at all. Thisworksonly
until upper layersfind out.

2. Bogusroutinginformation or trafficattraction: reply
to ROUTE REQUEST, a so gratuitous, to advertiseanon-
existent or wrong route.

3. Salvagearoutethat isnot broken. If the salvagebit isnot
s, itwill look likethesourceisgtill theorigina one.

4. Chooseavery short reply time, sotheroutewill beprioritized
and stay inthe cachelonger.

5. Set good metricsof bogusroutesfor priority and remaining
timeinthecache.

6. Manipulateflow metricsfor the samereason.

7. Donot send error messagesin order to prevent other nodes
fromlookingfor aternativeroutes.

8. Usebogusroutesto attract traffic tointercept packetsand
gather information.
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10.

Use promiscuous modeto listenin on traffic destined for
another node.

Cause a denial-of-service attack caused by overload by
sending route updatesat short intervals.

6.3. Detection of Attacksin DSR
With theexception of thepromiscuouslisteningin 9), dl of the

attacks|isted above correspond to observable eventsthe monitor
component ineach node can detect either at onceor at thelatest

when they happen repeatedly:

1

Forwarding: this can be detected by passive
acknowledgement, i.e. keeping a copy of a packet until
having confirmed correct forwarding by listening to the
transmission of the next hop node.

Bogus routing: a strong indication would be when an
intermediate node seesitself advertised on arouteit does
not have. Asalast resort, if anode cannot tell whether a
route is real or bogus, it can at least detect the lack of
forwarding asin 1). Unusually increased frequency of route
advertising can be detected asin 10).

Salvaging: indicated by the reception of asalvaged packet
without having received alink error messagefirst.

Reply timetoo short: can be detected by comparing reply
timeto actua routelength.

Metrics of bogus routes too good: detectable by
comparing metricsto actud quality.

Lack of error messages:. indicated in the case when a
nodereceivesalink error messagefromitsown link layer
but no explicit error message by other nodesin therange.
Route updates too frequent: detectable by keeping
timestamp of | ast update to compare.

6.4. Grudging nodesin DSR
The suggested schemeworksasan extension to a routing
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protocol. Inthisexample, norma DSRinformationflow (ROUTE
REQUEST, ROUTE REPLY messages) asexplained takesplace.
Once non-cooperative behavior has been detected and exceeds
threshold values, anALARM messageissent. 5.1 through 5.5
show theflow of messagesand datafrom routediscovery tothe
detection of maliciousbehavior and subsequent rerouting.

Q/ Route Request (E [A.C])

Fig5.1: Routerequest fromnodeAto E

Inmoredetail: Fig 5.1 showsDSR routediscovery for apath
from nodeA to node E. Every nodeforwardstherequest toits
neighborsunlessit has aready received the same route request
or hasapath cacheentry for the desired destination.
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Fig5.2: Route Reply to nodeA

Fig5.2 showsthereply messagesof thedestination nodeitsdf,
node E, and from node D, which hasapath to E. Thereply
message containsthe reversed source route to the destination
andissent tothesource. Inthecaseof unidirectiond links, or if
generally theroute can not bereversed, node E would send the
reply alongapathtoAthat it hasinitsroute cache. If thereisno
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pathto A intheroute cache, E hasto perform aroute discovery
itself to get toA. In thisroute request, the already found path
fromAto Eisincluded.

Fig 5.3: Dataflow and alarm message

InFig 5.3 dataflow isfrom nodeA to node E vianode C and
D. Inthiscase, nodeA has chosen thisroute according to some
metrics and preferred it over theroute viaB. During the data
flow, node C detectsthat node D does not behave correctly. In
this example, node D does not forward the data destined for
node E. After the occurrence of the bad behavior of nodeD was
observed by node C for anumber exceeding athreshold, node
CtriggersanALARM messageto be sent to the source, nodeA.

Fig5.4: Dataflow through aternate path

Upon reception of theALARM messageasshowninFig5.4,
nodeA acknowledgesthe messageto the reporting node C and
decidesto usethe alternate path vianode B to send the datato
the destination nodeE.
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Route Request (A[D])

Fig5.5: Isolation of Node D

Now if node D sendsaRoutereguest to the neighboring nodes
asshowninfigb.5, al thenodesdo not forward the packet and
thusisolatesnode.

6.5. Management Scheme

6.5.1. Route Establishment: Every node generates a
route request packet as structured (showninfigure
5.6) and broadcast to each nelghboring node as shown
infigure5.7 with sourceand destinationid to establish
aroutewhenit entersinto anetwork. Thestructure of
thepacketisgivenas,

Source ID | Destination IDY| Packet ID | HOP count | Request | Acknowledgment

18 bits 18 bits 18 bits Shits 1 bit 1 bat

Fig 5.6: Route Request packet format

Route Request
Packet

\\

Reference Node

’/ M
IO
Packet

Fig5.7: Routerequest by reference node

In RMP protocol each node monitor their neighborhood and
detect severa kindsof misbehavior by meansof an enhanced
pass ve acknowledgment mechanism designed.

Side Nodes
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Thismeansthat every timeanode sendsapacket, it listensto
overhear whether the next-hop node on theroute forwardsthe
packet correctly. Consider thefollowing scenario asdepicted in

Fig5.8 @
@/@\@/

Fig 5.8: Packet forwarding between nodes

NodeA sends packetsvianodesB and C to the destination
D. For every packet, nodes keep track of the behavior of the
next-hop node and remember whether it hasforwarded the packet
correctly. A stores ratings about B, B about C, etc., whichis
cdled asfirg-handinformation, sincetheraingsarederived from
direct observation. Supposethat C misbehavesby droppingthe
packet instead of forwarding it, as shown in Figure 5.9. B’s rating
of Cthenbecomesbad. SinceAisnotinrangewith C, it cannot
directly observe its behavior and thus cannot find out about C’s
misbehavior.

-
-
-

Packet dropped
Fig5.9: Packet dropping at node C

Inthisproject thisproblem is solved by allowing the use of
second-hand information asfollows: In additionto keeping track
of direct observation, nodes publishther first-hand information
fromtimeto timeby loca broadcaststo exchangeinformation
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with other nodes. Thisinformation istermed as second-hand
information. A thusreceivesinformation fromitsneighbor B about
node C. Again, sinceA hasnofirst-hand information about C, it
can only find out about C’s misbehavior by second-hand
information. Thereis, however, aproblem since second-hand
information can befal se. A node could for instance makefalse
accusations about another node.

In this project acombination of two mechanismsisused to
cope with spurious second-hand information. First, we only
consider second-hand information that isnot incompatible, i.e.
that does not deviate too much from the reputation rating. Our
motivation behind thisis, that when second-hand information
deviates substantialy fromtherating anode hasbuilt over time
using previoudy recel ved second-hand information from severa
sourcesand potentidly itsown first-hand information, itismore
likely to befa se. Second, even when second-hand information
iscompatible, weonly alow it to dightly influence thereputation
rating. We modified Bayes an modd mergingtoimplement these
mechanisms.

Nodesusethereputation ratingsthey keep about other nodes
to classify them. Thisclassfication providesabasisfor decison-
making about providing or accepting routing information,
accepting anode as part of aroute, and taking part in aroute
originated by some other node. Nodes classify other nodes as
misbehaving if their reputation ratingisworsethantheir threshold
for misbehavior tolerance. Once anode classifies another as
misbehaving, it isolatesit from the network by not usingit for
routinginforwarding and inturn not allowingto beused by it.
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6.6. Passive Acknoledgment (Pack)

Packet
. ’ ) o
Forwarding / Passive

Acknowledgment

Fig5.10: PassiveAcknowledgment process.

During packet forwarding every nodeisrespons bleconfirming
that the packet was received by the next hop. There arethree
waysto get thisacknowledgment:

» Link-layer acknowledgment: thisissupplied by theMAC
layer.

»  Passiveacknowledgment: thisconfirmation comesindirectly
by overhearing the next nodeforward the packet

» Network-layer acknowledgment: this is when nodes
explicitly request aDSR acknowledgment fromthenext hop.

Passve acknowledgment meansthat instead of waiting for an
explicit acknowledgment for each packet by the next-hop node
on theroute, anode assumesthe correct reception the packet
when it overhears the next-hop node forwarding the packet.
PACK can be used for Route M antenancewhen originating or
forwarding apacket dong any hop other thanthelast hop. PACK
cannot beused with thelast hop sinceit will never retransmit a
packet destined to itself. PACK needs two conditions to be
applied: nodeshavether network interfacesin promiscuousmode,
and network linksoperatebi-directiond . PACK worksasfollows:
Thebi-directionality of thelink-layer (IEEE 802.11b), makesa
nodeisto find out whether the next nodeforwardsits packet if
both nodesarestill intherange of oneanother. Thisispossible
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becausethe noderece vesthe packet in promi scuous modewhen
the next nodeforwardsit. When anode receives apacket to be
forwarded to a node other than last hop, the node sends the
packet without requesting a network-layer acknowledgment
(ACK).

If it does not overhear the packet forwarded, it meansthat
thenext hop either did not forward it or that it did forward it but
it was not overheard because the next-hop node moved out of
rangejust after receiving the packet to beforwarded. With the
PACK retransmission mechanism, thenodewaitingfor the PACK
resendsthe packet without network-layer ACK request. After a
certain number of trials, anetwork-layer ACK request must be
usedinstead of PACK for al remaining attemptsfor that packet.
If it does not get acknowledged, it emitsarouteerror claming
that the next nodeisunreachable.

When anoderecevesanew packet, it consdersitasaPACK
if thefollowing checkssucceed:

» Sourceaddress, destination address, protocol identification
and fragment offset fie dsinthelP header of thetwo packets
must match.

» If either packet containsaDSR Source Route header, both
packets must contain one, and the valuein the Segments
Left field (it indicatesthe number of hopsremaininguntil the
destination) inthe DSR Source Route header of the new
packet must belessthan that inthefirst packet.

Inthisproject the smple passive acknowledgment isused not
only for anindication of correct reception at the next hop, but
adsotodetect if nodesfail to forward packets. Theenhanced the
passive acknowledgment mechanism isused to detect severa
kinds of misbehavior. ie to compare packets to detect the
illegitimate modification of header fiel dsand thefabrication of
messages. With this modified passive acknowledgment
mechanism, nodesmakeinferencesfrom al messagesoverheard
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and classify behavior as normal or misbehaving at each
observation. Sincethe packets sent arelogged inaqueuewaiting
to be acknowledged by PACK, it is straightforward to check
someadditiond fie dsto detect misbehavior intheflow of packets.
Thefact that PACK cannot beused for thelast hop, asexplained
above, hasno influence on the misbehavior detection capability
sincethe destination has no incentiveto drop its own packets
and no routetampering can be done.

TheDSR draft fields must checked in order to consider that
thepacket receivedisaPACK. By checking thefour fields of
the IPheader, packet can beidentified uniquely so that it can be
assured that the overheard oneretransmission of the packet is
what wasforwarded. Next, the DSR draft requiresthat if both
packets have asource route option, then the ssgmentsl eft value
inthe overheard packet must belessthan in thelogged packet.
Thislast check assuresthat the overheard packet isfresher than
thelogged one.

In order toimplement enhanced PACK to detect someattacks
or events, every packet iscompletely checked for changeswhen
overheard. Thefollowing fieldsarechecked and logif one of
them changes:

» |Pheader: The TTL value must be decremented by only
one.

» Routereply option(s): All fields.

» Routeerror option(s): All fields.

Sour cerouteoption: If the Salvagevalueisunchanged, all
fields except Segs Left (we only check that this value
decreases). If the Salvageflag changed, weonly check Type,
Last Hop Externa, First Hop External and SegsLeft (must
have decreased).

» Forged routeerror: anodecan detect it, if theunreachable
addressintheroute error optionisitsown.
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6.7. Monitoring by Enhanced Passicve
Acknowledgement

WhenaRMP node, say nodei joinsamobilead-hoc network
running DSR, its path cache is empty and it has no first-
information, trust, or reputation ratings about others. Whenit has
a packet to send, it first sends out aroute request, and after
receiving routerepliesaccordingto DSR, it choosesthe shortest
path and putsit in itsroute cache. Let node | be the next-hop
node on the source route to the destination. Node | then sends
its packet to nodej.

After sending the packet to node i, node j puts packet
informationinto thequeuefor passveacknowledgment (PACK)
and setsaPACK timer. Every timei overhear apacket, it checks
whether it matches an entry inthe PACK table.

6.8. Modified Bayesian Approach

6.8.1 Gathering First-Hand Information : Node i
overhearsj forward the packet to the next hop ontheroute,
say node k. It compares the overheard packet with the
informationinthe PACK queueand verifies, that thechanges
arelegitimate. It thusinfers correct reception of the packet
by j and theattempt of j toforward it to k. Nodei interprets
thisasnormal behavior by j and removesthe packet from
the PACK queue. To reflect this observation of |, nodei
createsafirst-hand information rating for j, whichwecall F
iy

6.8.2. Updating Firg-Hand I nfor mation: Thefirst-hand
information record Fi,j hastheform (o, B). It representsthe
parameters of the Betadistribution assumed by nodei in
its Bayesian view of node j’s behavior as an actor in the
network. Initidly, itissetto (1,1).

The standard Bayesian method givesthe sameweight to
each observation, regardless of itstimeof occurrence. We
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want to givelessweight to evidencereceived inthe past to
allow for reputation fading. We therefore developed a
modified Bayes an update approach by introducingamoving
weighted average asfollows.

Nodei just made oneindividua observationabout j. Let
S=1if thisobservationisqualified asmisbehavior by RMP,
and S=0otherwise. Theupdateis

a: =ua+s
B:=up+(1-9

Theweight uisadiscount factor for past experiences,

which servesasthefading mechanism.

In our case, nodei classified the behavior of nodej as
normal, sinceit overheard the packet re-transmission and
detected noillegitimate changes, therefore

Fi,j=Fi,j (U4 uétl)

In addition, duringinactivity periods, we periodically
decay thevaluesof a, [ asfollows.

Whenever theinactivity timeexpires, welet

a: =ua
B:=up
Thisisto allow for redemption even in the absence of

observations. Node i thus periodically discounts the
parametersof Fij.

6.8.3. Updating Reputation Ratings. When node i
updatesitsfirst-hand information Fi j, it also updatesits
reputation ratingFor j, namely Ri,j inthesameway.

Thereputation rating Ri,j isa so defined by two numbers,
(o7, 7). Initially, itissetto (1,1) . Itis updated on two types
of events: (1) when first-hand observationisupdated (2)
when areputation rating published by some other nodeis
copied. Herewediscussthefirst case.
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So far, nodei has made onefirst-hand observation of
nodej. Sinceit made apositive experiencewith nodej, it
changes

Ri,j=Ri,j(ua’,ud’+1).
If the update to the first-hand information is due to

inactivity, theformulais
a’r=ua’
Bv:: UB,

6.8.4. Using Trust: To speed up detection, nodes can also
usetrust to accept second-hand information evenif itis
incompatible. Assumenodei recelvesthereported first-hand
information Fk,j from nodek. .

If Ti,kishighenough, it will accept Fk, j to slightly
modifyitsown Ri,j evenif it faillsthedeviation test. Node
I updates T i,j inany case. If passed thek deviation test, d
will beincreased, otherwise y.

6.8.5. Classifying Nodes: Every timenodei updatesits
ratings about j, it checks whether it is still within the
boundaries of its misbehavior tolerance. Thisisdoneto
provide abasisfor decisionsabout how to treat j. Nodei
thus classifies j as normal, if Ri,j issmaller thant, as
misbehaved otherwise.

6.8.6. Sending Packets, Detecting Misbehavior: For
each packet nodei sends, it keepsthe same procedure of
storing theinformationin he PACK queueand setting the
PACK timer. Whenthe PACK timer goesoff, it meansthat
nodei did not overhear theretransmission of the packet by
thenext hopj. Inthiscase, nodei interpretsthisasaninstance
of misbehavior by node j and updates its firsthand
information and reputation rating about nodej, such that

Fi,j=Fj(ua’+1,uf’)and
Ri,j(o’, B’):=Ri,jlua’+1,uf).
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The PACK timer going off is only one case of a
misbehavior indication, another oneiswhen nodei detects
anillegitimatemodification of the packet whenit overhears
theretransmission by j. When there are no packets being
sent, nodei updatesFi,j and Ri,j using thedecay factor u.

6.8.7.Managing Paths. Wheni classifiesj asmisbehaving,
it deletesall routes containing nodej fromitspath cache. If
it till has packetsto send and thereisan aternate path that
doesnot includej, nodei proceedsto send packets over
that path, otherwise it sends out a new route request. In
addition, nodei putsnodej onitslist of misbehaving nodes
and increasesitsreputationtolerancethresholdr.

Assume now that nodej wantsthe servicesof nodei for
forwarding apacket node. Originatingfromj or providinga
routefor j. Nodei deny servicetoj inorder toretaliate and
isolateit.

In our approach, we do not punish nodes that are
categorized as untrustworthy but merely restrict their
influence. Thereasonsfor thisarethat testimonia inaccuracy
can not be proved beyond doubt, deviations can arise
because nodes discover misbehavior before othersdo, and
punishment discouragesthe publication of ratings.

6.9. Proposed Monitoring Architecture
ThetasksRMP carriesout are, to gather informationto classify

first-hand experience, to exchangethisinformation and to consider
the second-hand information thus received, to update the belief
about thebehavior of others, whichiscaledthereputationrating,
taking into account both first and second-hand information, to
classify other nodes based on the reputation rating, and to adapt
one’s own behavior according to that classification. RMP consists
of severa componentsthat fulfill thesetasks. Thearchitecture of
theprotocol isasshowninfigure5.11
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The components of the protocolsare:
> Monitor, Reputation System
» Path Manager, Trust Manager

Alarm
Node Alarm for l
friends Trust Manager

Alarm table: Node, Source, Time
Trust teble: Node, Trust level.
Friends: list of nodes

Node Alarm
for own system Node rating
Monitor v
Watchtable : Reputati on
Node. Event, Syst
Threshold, Pl oyswan )
Counter, Timer Trust table: Node, Rating
Message I l
Path Manager
Forwarding Table: Node, Source
Route, Metric

Fig 5.11: RMPArchitecturewithin each Node

AsshowninFig4.1 TheMonitor, the Reputation System, the
Path Manager, and the Trust Manager arethe componentsthat
are present in every node and they are described in detail

ubsequently:
6.9.1. The Monitor (Neighborhood Watch): In a
networking environment, thenodesmost likely to detect non-
compliant “‘criminal’ behavior are the nodes in the vicinity of
thecriminal andin some casethesourceand thedestination,
if they detect unusual behavior or do not get proper
responses. Thelatter isnot alwaysthe case, for instancein
the case of replay. One approach to protocol enforcement
and detection of damaging behavior (intrusion, misuse of
cooperationincentives, denid of sarvice, etc.) suggested here
is the equivalent of a ‘neighborhood watch’, where nodes
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locally look for deviating nodes. The neighbors of the
nei ghborhood watch can detect deviances by the next node
on the sourceroute by ether listening to thetransmission of
the next nodeor by observing route protocol behavior. By
keeping acopy of apacket whileligeningtothetransmisson
of the next node, any content change can a so be detected.
In this paper we focused on the detection of observable
routing and forwarding misbehavior in DSR aslisted in
section 5.2. Ingenerad, thefoll owing types of misbehavior
can beindicated:

no forwarding (of control messagesnor data),

unusud traffic attraction (advertisesmany very good routes
or advertises routes very fast, so they are deemed good
routes),

routesalvaging (i.e. rerouting to avoid abrokenlink),dthough
no error has been observed,

lack of error messages, athough an error hasbeen observed,
unusud ly frequent route updates,

slent route change (tampering with the message header of
either control or data packets).

Asacomponent within each node, the monitor registers
thesedeviationsof norma behavior. Assoon asagiven bad
behavior occurs, thereputation systemiscalled.

6.9.2. TheTrust Manager: Inanad hoc environment,
trust management hasto be distributed and adaptive[2].
Thiscomponent ded swithincoming and outgoing ALARM
messages. ALARM messages are sent by thetrust manager
of anode to warn others of malicious nodes. Incoming
ALARM Soriginatefrom outsidefriends, whereasthenode
itsdf generatesoutgoingALARM Safter having experienced,
observed or been reported maliciousbehavior.

84



Y VvV

YV V VY V

A\ %4

Thefollowing functionsare performed by thetrust manager:

Trust functionto calculatetrust levels, o Trust tableentries
management for trust level administration,

Forwarding of ALARM messages,

Filtering of incoming ALARM messages accordingto the
trust level of thereporting node.

Thetrust manager consistsof thefollowing components:
Alarmtable containing information about received darms,
Trust table managing trust levelsfor nodes,

Friendslist containing all friendsanode sendsalarmsto.

Thetrust manager administersatableof friends, i.e. nodes
that are candidatesto receive ALARM messagesfrom a
given node, and how muchthey aretrusted. Trust isimportant
when making adecis on about thefollowingissues:

providing or accepting routing information,
accepting anode as part of aroute,
taking part inaroute originated by some other node.

6.9.3. TheReputation System (Node Rating): In order
toavoid centraizedrating, locd ratinglistsand/or black lists
aremaintained at each nodeand potentially exchanged with
friends. The nodes can include black sheep in the route
request to beavoided for routing, which aso darmsnodes
on the way. Nodes can look up senders in the black list
containing the nodes with bad rating before forwarding
anythingfor them. The problem of how todistinguishaleged
from proven malicious nodes and thus how to avoid false
accusations can be lessened by timeout and subsequent
recovery or revocation listsof nodesthat have behaved well
for agpecified period of time. Another problemissca ability
and how to avoid blown-up lists, which can aso be
addressed by timeouts. The reputation system in this
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protocol managesatable consisting of entriesfor nodesand
their rating. Theratingischanged only when thereisenough
evidencefor maiciousbehavior that issignificant for anode
and that has occurred a number of times exceeding a
threshold to ruleout coincidences. Theratingisthen changed
accordingto aratefunction that assignsdifferent weightsto
thetype of behavior detection:

Own experience: greatest weight,
Observations. smaller weight,
Reported experience: we ght function according to PGPtrud.

Oncethe weight has been determined, the entry of the
nodethat misbehaved ischanged accordingly. If therating
of anodein thetable hasdeteriorated so much astofal out
of atolerablerange, the path manager iscalled for action.
Bearinginmind that maliciousbehavior will hopefully bethe
exception and not therule, thereputation systemisbuilt on
negative experiencerather than positiveimpressions.

6.9.4. ThePath M anager : Onceanodei classifiesanother
nodej asmishbehaving, i isolatesj from communicationsby
not using j for routing and forwarding and by not alowing |
tousei. Thisisolation hasthree purposes. Thefirstisto
reduce the effect of misbehavior by depriving the
mi sbehaving node of the opportunity to participateinthe
network. The second purposeisto serveasanincentiveto
behavewell in order not to be denied service. Finally, the
third purpose is to obtain better service by not using
mishbehaving nodes on the path. The path manager performs
thefollowingfunctions:

Path re-ranking according to security metric,
Deletion of pathscontaining malicious nodes,

Actiononreceivingarequest for aroutefromamalicious
node (e.g. ignore, do not send any reply),
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> Actiononrecevingrequest for aroutecontainingamaicious
nodeinthesourceroute (e.g. alsoignore, dert the source).

Thedynamic behavior of RMPisasfollows[2]. Nodes
monitor their neighbors and change the reputation
accordingly. If they have reason to believe that a node
misbehaves, i.e. whenthereputationrating isbad, they take
actionintermsof their own routing and forwarding. They
thusroute around suspected mishehaved nodes. Depending
ontheratingand theavailability of pathsto the destination,
the routes contai ning the misbehaved node are either re-
ranked or del eted from the path cache. Future requests by
the badly rated node areignored. In addition, onceanode
has detected amisbehaved node, it informsother nodes by
sending anALARM message.

When anodereceivessuchanALARM either directly
or by promiscuoudly listening to the network, it eval uates
how trustworthy theALARM isbased on the source of the
ALARM and theaccumulated ALARM messages about
the node in question. It can then decide whether to take
action against the misbehaving node. Notethat simply not
forwardingisjust one of the possibletypes of misbehavior
in mobile ad-hoc networks. Several others, mostly
concerned with routing rather that forwarding have been
suggested, such asblack holerouting, gray holerouting,
worm holerouting. Other kindsof misbehavior amat draining
energy, such asthe sleep deprivation attack. RMPis not
restricted to handling any particular kind of misbehavior but
can handle any attack that is observable. Even if the
observation cannot preci sely be attributed to an attack but
istheresult of another circumstanceinthe network such as
acollison, RMPcanmakeuseof it. If itisarareaccident,
itwill anyhow not influencethereputationrating Sgnificantly,
and if it happens more often, it meansthe observed node
hasdifficultiesperformingitstasks.
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6.10. Context Diagram For RPM

Packet Root

User —( Management
Protocol

Percentage of
Misbehaving nodes,
Number of rejected path

Total Hop count, transmission delay
Goodput

Fig5.12: Context Diagram for Route M anagement Protocol
(RPM)

Every node usesRMP Processfor thetransferring of packets
to route around the malicious nodes and to evaluate the
performance in terms of Percentage of Misbehaving nodes,
numbers of rejected path, Total Hop count, transmission delay
and Good put.

6.11. Level 1 DFD For Route Management
Protocol

PACK message from

Side nodes
Monitor Alarm message
for own system

Reputation
System

Node alanm
for friends

alarm from side nodes
nodesnodes

Alarm message
for friends

Reputation
rating

Path
Manager

Modify path
information Retrieve path
information

Routing Table

Fig5.13: Level 1 DFD for Route M anagement Protocol
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The monitor processreceives PACK message & observes
the behavior of neighboring nodes, sends alarm to trust
management processand Reputation system processif thenode
misbehaves. The Trust Manager processinturn sendsthisaarm
tofriendnodes, andif it receivesaarm massages, it eval uatesthe
node rating and sendsto the reputation system. The reputation
system process eval uatesthe reputation rating and sendsto the
path manager. The path manager process modifies the path
information based onthe reputation rating.

6.11.1. Level 2 DFD For Trust Manager:

Friends Table

alarm message
from others
a n mformation
node alarm ends
L3N oy .

from monitor

trustable
node 1D

node rating 1o
reputation

Trust Table

Figure5.14: Level 2 DFD For Trust Manager

Accept darm processreceivesthea arm messagesfrom
monitor and nodes and stores in the alarm table and it
retrievesthenodel D of darm received tothe Trust process.
It also sendsaarmsto the friend nodes. Thetrust process
retrievestheTrust rating from Trust table and sendsthenode
rating to the path M anager process.

6.12.Level 2 DFD For Reputation System

and Path Manager

Theweight processreceivestheinput from the Monitor
process, Trust manager process, and ca culatesaweight and sends
thereputation information to the Rating function process, which
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in turn calcul ates the reputation rating and sends to the path
Manager process, The Path Manager process compares the
reputation rating with thetol erablerange and either changesthe
ranking of the path or del etesthe path from therouting table.

alam message
from Monitor

reputation
Weight miormation
node rating peoces function

fromm Trust Manager
. retrisve
mp;l.:!l;.\n repuation mplntallon
" information

Reputation Table

reputation rating

repulation rsting
tolerable range e 2 .

tolerable range

p
(=)
\ route
change  poprieve
Retleve g infomation/ /y L
\

ra
node
/ ot
L L

Routing
Table

Figureb5.15: Level 2 DFD For Reputation System And Path
Manager

Thisprojectisimplemented using 5 modules, they are:

network crestion

Eva uating apath between source and destination

Finding nodeasafriend or malicious

Isolation of malicious node based on Bayesian Approach

TheNetwork Performance Eva uation

The above said modul es are explained subsequently.

6.13. Network Creation

For the creations of the network for simulation, an area of
280* 300 unitsis chosen. The nodes are randomly created by
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allocating their coordinates and with random BW and ID
allocated. These nodes are plotted over a scale is randomly
chosenwith adestination. ThismodulethenimplementsaDSR
protocol where a packet is generated from the source with a
structure explained in sectiontwo. This packet isforwarded to
their neighboring nodesmaintaininganodelist duringforwarding
the packets and return back an acknowledgefrom the destination
from the samenode asmaintained inthelist oncethedestination
isreached.

The module carries out this operation for all randomly
distributed nodes to extract all possible paths from sourceto
destination. Based onthenumber of Hopsin the path the shortest
pathischosenfor andysis.

6.14. Evaluating a Path Between Source and
Destination
For the source chosen, the packets generated rate transferred
over the shortest path and observed whether a destination is
reached or not. This module gives an option for selecting a
particular node asregular or misbehaving based on whichthe
reputation of each nodeiseval uated.

6.15 Finding a Friend or Malicious NODE

Based onthe PACK recelved fromthe next nodein the path,
the HOP count field and the TTL field are compared with the
samefieldsof the packet in PACK queueto determinewhether
the next node has forwarded the packet or not.

If thesefieldsarefound randomly modified, thenodewill be
processed for mishehaving e sewill bedeclared asafriend. During
misbehaving evaluation this module reads few network
parameters as r,t,a’,b’,g,J for deciding the node property and
trustworthiness,

Thismodul e eval uates the node performance and decidesto
retain thenodein path or isol ates based on modified Bayesian

91



approach. Themodified Bayes an gpproach ispresented in section
5.12.thismodul e reads the network parameter from previous
module.

A power optimized routing schemewith trust worthy routes
wereobserved to beefficient in providing alonger nodelifewith
higher quality metrics as observed in above smulations. These
routingsarethebest optimal pathsin adhoc network but theissue
of dataswitchingisstill amgor chalengeinsucharoutingscheme.
Thedataswitching issueisfocused to be overcome by amobile
switching schemeasoutlined infollowing chapter.
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Chapter 07 Robust Switching
Schemefor Mobile
ADHOC Network

Inthenear future, alarge number of Mobile Stations (M Ss)
will beequipped with multipleradiointerfacesfor wird essaccess
to the Internet. A multi-mode MSwith multipleair interfaces
(cdlular interface, Bluetooth, IEEE 802.11 and |EEE 802.16 tc)
and different datarateswill beableto accesscd lular Base Stations
(BSs), WLAN or WMAN Access Points (APs). Inthisscenario,
the integration of multi-hop ad hoc communications with
infrastructure based (or single-hop) wirelessnetworks, such as
wirelessWANSs (e.g., 2.5G, 3G and 4G), wirelessLAN (e.g.,
|EEE 802.11 a/lb/e/g and HiperLANn/2) and wirdessMANs(e.g.,
|IEEE 802.16), isfundamental to improving the coverageand
performance of theintegrated network. In addition, multi-hop
communicationscan beused toincreasetheutilization and capacity
of aBSby decreasing the co-channel interferencevialowering
thetransmission power either of theBSor of theM Ss. Also, the
integration can beuseful inachievingload-baancing by forwarding
part of thetraffic from an overloaded cell to afree neighboring
cell. Fromthe protocol stack perspective, the network layer is
thelowest possiblelayer wheretheconvergence of heterogeneous
wireless systems can be devel oped. Furthermore, thedesireto
extend the great success of the Internet Protocol (1P) fromthe
wired worldtowirelessleadstoanall-IPvision. Sofar, thelPis
the best integration technol ogy for heterogeneous networksand
thereiscurrently no foreseeable dternativetothelP. To allow
for seamlesshandoff to take placein IP-based heterogeneous
networks, the IP must support users’ mobility. In an effort to do
that, the Internet Engineering Task Force (IETF) hasdevel oped
themobilel P standard to support mobility in IP-based networks.
In recent years, there has been aconsi derableamount of works
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that address the mobile IP-based handoff problem in
heterogeneous networks. Since data packets could belost during
thelatency period, mobile IP-based handoff may not meet the
quality-of-service (QoS) requirements for real time voice
applications. Eventhough, mobilelPdescribesaschemeto recover
thelost packetsfrom the old foreign agent to the new one, this
processtakessometimeasthesignd experiencesarandom delay
whenit travelsthrough the network. Thismakesthe latency even
longer. For non-redl time services, thisadditiona delay will not
cresteamgjor problem. However, for red time services, thiswill
dramatically degradethe QoS requirements. Thisproblem can
be solved if multicastingisemployed. Inthis case, datapackets
aresent totheneighboring foreign agents assoon asthe Received
Signal Strength (RSS) of themobile host goesbelow acertain
thresholdlevel. Whenthisoccurs, the datapacketsarestoredin
thebuffer at thenew foreign agent, andintheprocess, thelatency
can bereduced.

Inthispaper, we consider amulticasting schemeto solvethe
handoff latency problem in heterogeneous networks. The
proposed handoff technique offerstwo main advantages:

I. It reducesthe handoff latency in hybrid networks,

ii. Recoverslost packetsduring the handoff processwhich
Increasesthe system throughput.

7.1 Mobile P and Handoffs

Firgt, second- and third-generation mobilesystems depended
on the employment of the radio spectrum that was either
unlicensed (available for public use) or licensed for use by a
very small number of serviceprovidersand network operators
ineachregion. Differencesin bandwidth and coverageareashave
ledtothenecessty of developing multi-network interface devices
(terminals) that are capable of using the variety of different
network services provided.

7.1.1. Mobilel P: MobilelPisan Internet protocol, defined
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by the Internet Engineering Task Force (IETF) that allows
users keep the samelP address, and stay connected to the
Internet while roaming between networks. Thekey feature
of MobilelPdesignisthat al required functionalitiesfor
process ng and managingmobility informeation areembedded
inwel-defined entities theHomeAgent (HA), ForeignAgent
(FA),andMobile Nodes(MNs). WhenaMN movesfrom
its Home Network (HN) to a Foreign Network (FN),
the correct delivery of packets to its current point of
attachment depends on the MN’s IP address, which
changes at every new point of attachment. Therefore, in
order to guarantee packets delivery to the MN, Mobile
IP allowsthe MN to use two IP addresses. The Home
address, whichisgaticand assgnedtotheMN at the home
network; and the Care-of-Address(CoA), which represents
the current location of theMN. Oneof themain problems
that facetheimplementation of theorigina MobilelPisthe
Triangle Routing Problem. WhenaCN sendstraffictothe
MN, thetraffic getsfirst tothe HA, which encapsulatesthis
trafficand tunnelsittotheFA. TheFA de-tunne sthetraffic
and deliversit tothe MN. Theroute taken by thistraffic
is triangular in nature, and themost extreme case of routing
can be observed when the CN andtheMN arein thesame
ubnet.

In mobile IP, two network entities are defined to
support usersmohility namey; thehomeagent and theforeign
agent. Thesetwo agentsperiodically send advertisement
messagesto their corresponding networks (i.e., home and
foreign networks) to acknowledgethemobileof itspresent
location. Based on these advertisement messages, and the
present location of the mobilehost, themobilehost decides
whether it belongstoits homenetwork or toanew foreign
network. If themobilehost discoversthat it hasmigratedto
anew foreign network, it sendsaregistration request tothe
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corresponding new foreign agent to obtain a care-of-
address. Alsotheforeign agent registersthe new address
(i.e, new location) withthemobile host home agent. After
this process, any data packets that are received at the
mobile’s home network will be encapsulated with a new IP
addressand tunneled tothenew foreign agentto whichthe
mobile host resides. Theforeign agent (at the other end of
thetunndl) takes care of thede-encapsulation of the arriving
data packets, and then forwardsthem to themobile host
usingthenew IPaddress. Inthesameway, if themobile host
transmitsdatapacketsto itscorrespondent host, it uses the
foreign agent for thetunndling processtoforward these data
packetstothe homeagent for subsequent transmissonto the
correspondent host.

7.1.2. Classification of Handoffs: Inprinciple, eachmaobile
terminal (node) is, at al times, within range of at least one
network access point, also known as a base station.
The areaserviced by each base stationisidentified as its
cdl. Thedimensionsand profileof every cdl dependonthe
network type, size of the base stations, and transmission
and reception power of each base station. Usually, cellsof
the same network type are adjacent to each other and
overlap insuchaway that, for the mgority of time, any
mobiledeviceiswithinthecoverageareaof morethanone
base station. Cellsof heterogeneous networks, onthe other
hand, areoverlad withineach other. Therefore, thekey issue
fora mobilehostistoreachadecisonfromtimeto timeas
towhich basegtation of whichnetwork will handlethesignd
transmissionsto and from aspecific host and handoff the
signd tranamission if necessary. Weclassfy handoffsbased
on several factors as shown in Fig. 1. No longer is the
network type the only handoff classification factor.
Many morefactors constitute categorization of handoffs
including the administrativedomains involved, number of
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connectionsand frequencies engaged. Thefollowingare
categorizationfactors dong with the handoff classfications
that arebased onthem.

e

e

T
Samod AR Areenae Soarwaty o s con
ekt Hosaa

“Figure6.1: Hieraricha Classification of Handoff

Handoffscan beclassfied aseither horizonta or vertical.
Thisdependson whether ahandoff takesplacebetweena
singletype of network interface or avariety of different
network interfaces.

7.1.3. Horizontal Handoff: The handoff process of
a mobileterminal between accesspointssupporting thesame
network technology. For example, thechangeover of signd
transmission (asthe mobiletermina movesaround) froman
IEEE 802.11b base station to a geographically
neighboring IEEE 802.11b basestationisconsidered asa
horizontd handoff process.

7.1.4. Vertical Handoff: The handoff processof a mobile
termina among accesspointssupporting different network
technologies. For example, the changeover of signal
transmission from an IEEE 802.11b base station to an
overlaid cdlular network isconsidered avertical handoff
Process.

7.2. System Architecture
The proposed interconnection architectureusing mobilelPis
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showninFig. 6.2 thefollowing arethe network parametersand
assumptionsused in our handoff technique:

1. The home agent (HA), the foreign agents (FAs) and the
correspondent host (CH) areinterconnected through Internet

2. FAsareconnected tothelnternet through awirelessor a
wired medium with large bandwidth.

3. TheCH can beafixed or mobile host.

Thetimetakento switchfromthe homeagent of themohbile user
tothenew foreign agentisknownasthemobilelP handoff |atency.
Inaddition to thishandoff latency if the mobile host entersintoa
new foreignagent (fromanother foreign agent) duringthetunnding
process between thehome agent and the old foreign agent, and
before registering with the new foreign agent, data packets
destinedtothemobilehost will belost. These packetswill then
beretranamitted leading toanincreaseintheoverd| sysemdday.

t. i a /'\\
(‘\!«“i o an
i \\__\ ..; P /

Figure6.2: Proposed | P-based handoff architecture.

In delay-sensitive applications, handoff latency can cause
seriousdegradation inthequality of theunderlying application.
Asaresultof thefrequent handoffs, thishandoff |atency becomes
amajor problemif the coverage areaof the sub-networks gets
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smaller. Recent workson the existing problemsof the handoff
latency of mobilelP based networksand possible solutionscan
be foundin.

7.3. Proposed Improvement in Latency

7.3.1. Improvement in Registration Time: The
improvement in Regigtration Timeisachieved by startingto
forward datapackets after asmall fixed delay (termed as
the ‘Fixed Registration Delay’) following the Registration
Request from the M H to the new FA through the new AP/
BS. That is, data packetswill not wait for theregistration
process to be completed. Given thefact that the new FA
hasdatapackets storedinitsbuffer, it can start sendingthese
packets to the MH immediately after receiving the
Regigration Request fromthe MH. This, inturn, will reduce
thetota handoff latency and therequirement of large buffer
capacity at theFA. Toimprovethe probability of packet
loss during the handoff process, we propose a simple
modificationtothestandard mobilelPR. Inthat, thenew FA
candirectly send the Binding Updateto the CH instead of
sendingittotheHA. Thisof courserequiresthe CH tobe
notified earlier about thenew point of atachment of theMH.
Thismodificationisshownto assst inreducing thenumber
of data packets forwarded to the old FA, which in turn
reducesthe probability of packet loss during the handoff
Process.

7.3.2.Improvement in Packet Reception Time: Themain
contributor tothe Packet Reception Timeisthetimerequired
for transmitting the data packetsto theMH. Thistimeis
mainly dependent on the packet sizeand thetransmission
datarate. For low data rate applications, such asvoice
communications, thetransmissontakesasgnificant amount
of time. Inthiscase, the Packet Reception Timewill havea
sgnificant effect ontheoverd| handoff latency. Inour scheme,
the network will adjust the packet size according to the
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application datarate. Therefore, the packet szewill besmall
(or large) depending on the transmission datarate of the
underlying application.

Notethat theuse of smaller packet Szehasanimpact on
theamount of packet lost. A smaller packet Sizeresultsina
short packet tranamission time. Hence, theduration of which
packet |oss occursa so getssmaller [3]. Sinceour focusis
on the handoff latency and not on the system throughput,
we have not considered the effect of packet loss here. For
more detailson the system throughput and probability of
packet loss, the reader is referred to. Even though the
proposed adaptive packet szetechniquemay leadto alarge
reduction inthe handoff | atency, lowering the packet size
will have an impact on the associated transmission are
accompanied withacond derably largeheader s ze. However
using header compression techniques, thisproblem can be
greatly eliminated. Resultshave beenfor thehandoffsina
network model to observethedigribution of handoff latency
us ngthestandard mobilel Pmulticasting technique compared
to our proposed multicasting technique.

i

I NTTENTY

Figure6.3: Handoff latency distribution using the standard
multicasting mobilelPwith 224 random handoffs.
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Chapter 08 Performance
Evaluation-Adhoc
Networ k

For the devel op protocol the performance were evaluated
withthefollowing network parameter.

Didribution Random
Number of Nodes 17
Region 280x 300 units
Communication Range 80units
Mohility Stetic
MAC: 802.11
Packet Size 61 bits
Weight (w) 0.1
Trustworthy Threshold (t) | 0.75
Nodestatusthreshold(r) | 0.5

Table7.1: Network Parameters
8.1. Considered Network for Simulation

NODEE N TOPLOGY FORMATION

P : - T
60| e i e B i e SN . o
B
A, :
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; 1 LB =13
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1o ; 137
‘LU Lt 00 120 140 183 180 20 rr: ) =40 0 20

Fig 7.2: A randomly distributed network considered for
gmulation
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Fig7.3: Possible pathsfrom sourceto Destination with 1 hop
link
Few quality factorswere observed for the devel oped network

the obtai ned quaity metricswere observed and the performances
were asobtained.

8.2. Delay Performance

Fig 7.4 shows average delay asthe number of deep cyclesin
a beacon periodsareincreased. Ascan be seen, delay goes
on decreasing as number of deep cycles per beacon period
Is increased. Thisisbecause, toddliver packet at the last hop,
RIMA node has to walit forless amount of time, if number
of sleep cycle per beacon period is more. It canaso be
seen that with load distribution delay has been reduced. For
more number of sleep cycle per beacon period, average delay
drops.

¥ 3 ) () & ¥ o
Mo, of Sheap Cycle

Fig7.4: Averagedelay for CBRtrafflc

8.3. Overhead Messages Per Node

Fig 7.5 shows the comparison of overhead messages of
topol ogy management schemeand routing asthenumber of nodes
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increase. Number of overhead messages per node per second
decrease asnumber of nodesincrease. Also it can been seenthat
overhead messages per node per second with Topology
Management schemeislessascompared with flat topology.

Overwad message

s

]

w

tvedaad Message per nod par sec
n
+
b
+

0 2 20 40 0 o0

Fig 7.5: Overhead messages per node per second

8.4. Power Consumption

Fig 7.6 shows the average power consumption, as node
density increases. It can be noticed that asnode density increases,
average power consumption per nodeismuch lessin Topol ogy
M anagement scheme, as compared to flat Topol ogy network.
For more node density, there are less number of MARI and
gateway nodes, which areawakeall thetimeand large number
of member nodesarein power efficient mode, most of thetime.
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Fig 7.6: Average power consumption as node density
Increases
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8.5. The Network Performance Evaluation

Thismodules mulatesthe network for various combinations
with misbehaving varying from 0to maximum limit. Thismodule
eva uatestransmitting del ay, excess HOP count, good put and
number of rejected pathsto decide the efficiency of RMPfor
randomly distributed Ad-hoc network.

Thedeve oped systsemisevauated over different casestudies
with variouscommunication conditions, theobserving parameters
were eval uated with variable path from sourceto destinations.
Theobtained observationswereillustrated below,

CASEI:

SHORTEST PATH, 1HOP (Direct Link Between Source
And Degtination)

Fig 7.7: Output of Direct link between source and destination
CASEIL:

SHORTEST PATH, MORE THAN 1 HOP (with
Intermediate Nodes Between Source And Destination)
300 e 4390 ; 2

Fig 7.8: Pathsfrom sourceto destination with morethan one
hope
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a. With Regular Nodes
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Fig 7.9: Output of shortest path consi sting of regular nodes
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Fig7.10: Detailsof dataflow with regular nodes
b. With Malicious nodes
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CASEIII
MALICIOUSNODEASSOURCE

119

Eeguiar
FATH COULINUT BE ESTABLISEED CONSIST MISEZMAVING WOLE
WODE DETAIL
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continue with enothe: 8/d paic yes(l) /Moid):l
Enter the Source Mode:l

Enter the Bestinacion Bode:T
THIZ BODE I3 MISBEHAVING AND CANWOT BE COMMUNICATED

Fig 7.12: Output with malicious node as source
8.6. Analysis

Path Rajection plot

S/D Pair11/12, Paths:5,Nodes in path:5
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% of Misbehoving Nades

Fig 7.13: Average path rejectionswrt. Misbehaving nodes
Theaveragerejected pathsincreasesif percentageof maicious
nodesincreases but with the use of RM P average pathsrejected

remains constant even if the percentage ;of malicious nodes
increasesto 40%.
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Hop coum plat
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Fig7.14: Totad Hopsunder communication wrt. Percentage of
misbehavior plot

Thenumber of rejected path from the source to destination
increases as percentage of misbehaving nodesincreases hence
the number of hop counts required for communication also
increases. The total hop counts for communication remains
constant with the use of RM P (Route M anagement protocol)
evenif percentage of malicious nodesincreasesto 60%.

Timnwmmaion Delay b et

S/D Pair:11/12, Paths: 8 Nodes in path:5
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Fig7.15: Transmission Delay versus % Misbehavior plot

The packet transmission delay increaseswith theincreasein
percentage of malicious nodes but with use of RMP (Route
M anagement Protocol) thetransmission delay remains constant
evenif the percentage of maliciousnodesincreasesto 60%
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Goodput plat
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Fig 7.16: Goodput plot for the network

Observation
% Misbehaving Nodes 20% | 40% | 60% | 80%
No. of Regjected path 2 2 4 6
Total Hopsunder communication| 2 2 2 6
Transmissiondelay in seconds 2 2 2 6
% Goodput 66.6766.67|33.33| 0

The performanceswereillustrated for the suggested keying
mechanism and the performancefor obtained robust routingswere
asshown below. Theperformancecriterion for the evaluation of
the suggested method remains the same with variable route

lengths, thedel ay performanceand ther:
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Fig:7.17: keying mechanismfor roust rout

Case l:
With NoAdd-on nodes
Generated |oad: onebyte
Sourcenode: 18
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Destination node: 12
Routetaken for communication from sourceto destination:
18—4— 61712

St

Fig 7.18: Propagation delay plot
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Fig 7.19: Average Packet Delivery plot
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Case?2
Generated |oad: onebyte
Sourcenode: 14
Destination node:20
With NoAdd-on nodes
Routetaken for communication from sourceto destination:
14—4—6—-3-9-20
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Fig7.21: Average Packet Delivery plot

Case3
Sourcenode: 14
Destination node:20
Generated load : four bytes
With no add on nodes
Routetaken for communication from sourceto destination:
14—-4— 6—-3—-9-20
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Fig 7.22: Propagation delay plot
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Fig 7.23: Average Packet Delivery plot
Case4
Sourcenode: 14
Destination node:20
Generated load : four bytes
With 2 add on nodes
Routetaken for communi cation from sourceto destination:
14—4—6—-3—9—20
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Fig 7.25: Average packet delivery plot
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Summary

Inthiswork, the problem of key management in mobileadhoc
networksisaddressed. A fully self-monitored key management
systemfor mobileadhoc networksisdeve oped and itisobserved
that two users in amobile ad hoc network can perform key
authenti cation based only ontheir locd information, evenif security
isperformedinasdf-monitored way, itisshownthat withasmple
locd repository condtructionagorithm andasmal communication
overhead, the system achieveshigh performance on awiderange
of certificategraphs; (iv) it isalso shown that nodes can have
mobility tofacilitate authenti cation and to detect inconsistent and
falsecertificates. Animportant feature of thisschemeisthat key
authenticationisgtill possibleeven whenthenetwork ispartitioned
and nodes can communicate with only asubset of other nodes.
Inthismethod theinvolvement of al thenodesarerequired only
when their key pairsare created and for issuing and revoking
certificates; dl other operationsincluding certificateexchangeand
construction of certificate repositoriesare self monitored. itis
concluded that node with RM P can sustain the network with
efficient datatransmission for 50% of misbehaving node. The
proposed approaches are evaluated under various network
scenarios and are found to be effective in their qualitative
performance of operation. In the presented work the need of
security authentication and religbility isbeenfocused, theproblems
comingin providing such servicesandtheir suggestiveremedies
arebeenfocused and presented. theoveral observationillustrates
that the suggested approach can give abetter performancefor
reliable, secure and robust routing schemefor wirelessadhoc
network compared to their conventional counterpart.

The proposed work isbeen focused on providing reliabl e,
secure and resource effective protocol schemefor wirelessadhoc
network communication. thework could be extended ontesting
itsfeasibility and application on other format of network suchas
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heterogeneous network and hybrid network. the objective can
also be tested and improved for providing various mode of
synchronous and asynchronouscommunicationin adhoc network.
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